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PROJECTS 

 

In a Bachelor of Technology , projects play a crucial role in practical learning and skill 

development. These projects vary across disciplines such as Computer Science, Electrical 

Engineering, ,Electronics and communication Engineering,Mechanical Engineering, Civil 

Engineering, and more. They serve several purposes: 

1. Hands-on Application: Projects allow students to apply theoretical knowledge to real-

world scenarios. This practical application helps in understanding concepts better. 

2. Problem-Solving Skills: Students encounter challenges during project work, fostering 

problem-solving abilities and encouraging innovative thinking. 

3. Teamwork and Collaboration: Many projects involve teamwork, promoting 

collaboration, communication, and project management skills essential in professional 

settings. 

4. Industry Relevance: B.Tech projects often focus on industry-specific problems or 

innovations, preparing students for the demands of the professional world. 

5. Research and Development: Some projects involve research, encouraging students to 

explore new ideas, technologies, or methodologies within their field. 

6. Presentation and Communication Skills: Students often present their projects, honing 

their abilities to articulate ideas and findings effectively. 

Project topics can range from software development, robotics, renewable energy systems, 

infrastructure design, to data analysis, among others. The diversity of projects allows students to 

specialize in areas of interest and gain practical experience aligned with their career goals. 

Overall, these projects serve as a bridge between academic learning and practical 

implementation, preparing students to become competent engineers or professionals in their 

chosen field upon graduation. 
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KTU B.Tech Curriculum

Clause R3.7 - Sl. No 7 describes the role of project work in B.Tech
regulation
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BAR CHART
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Course code Course Name Credits Year of 

Introduction 

 **492 PROJECT  6  2016  

Prerequisite : Nil 

Course Objectives 

 To apply engineering knowledge in practical problem solving 

 To foster innovation in design of products, processes or systems 

 To develop creative thinking in finding viable solutions to engineering problems 

Course Plan 

In depth study of the topic assigned in the light of the preliminary report prepared in the seventh 

semester 

Review and finalization of the approach to the problem relating to the assigned topic 

Preparing a detailed action plan for conducting the investigation, including team work 

Detailed Analysis/Modelling/Simulation/Design/Problem Solving/Experiment as needed 

Final development of product/process, testing, results, conclusions and future directions 

Preparing a paper for Conference presentation/Publication in Journals, if possible 

Preparing a report in the standard format for being evaluated by the dept. assessment board 

Final project presentation and viva voce by the assessment board including external expert 

Expected outcome 

The students will be able to 
iii. Think innovatively on the development of components, products, processes or 

technologies in the engineering field 

iv. Apply knowledge gained in solving real life engineering problems 

 

Evaluation 

Maximum Marks : 100 

(i) Two progress assessments                          20% by the faculty supervisor(s) 

(ii) Final project report                                    30% by the assessment board 

(iii) Project presentation and viva voce           50% by the assessment board 

 

Note: All the three evaluations are mandatory for course completion and for awarding the final 

grade.  
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Department of Electronics and Communication Engineering 

VJEC,Chemperi

Guidelines for doing Project

We all know that the project has an important role in our future life because it has a main part in 
all interviews. So here we are giving some guidelines to ensure the quality of your project work

1. Choosing the project
 You should choose the subject of your project carefully.
 If you feel strongly motivated with the subject you will be thinking of new ideas, 

designs and calculations at any possible opportunity and this will undoubtedly 
help you achieve your best

 Please avoid repetitions. If you are doing some repeated work, then make sure 
that the idea and technology that you are using is a new one.

 Get it approved by your project guide

2. Work in the project

 Please keep in mind that you have only 14 project days (4th march to 15th march) 
and regular project hours in this semester. So do a small part of your project in all 
project hours.

 Divide the whole work in your team and make sure that each person is responsible 
for the completion of your project work

 Students are expected to research background material for the project by 
reviewing books, journals and magazines in the library as well as using online 
sources available on the network

 Students should take a prior permission from the project coordinator before going 
either in internet lab or in electronics lab in project hours

 Students should maintain regular contact with their guides throughout the duration 
of the project.

3. The Log book

 Each batch should keep a logbook.
 The purpose is to take notes of their own ideas, notes from literature searches, 

notes of meetings and discussions with the guide, developments, designs and 
calculations and in general, to document all the work done in the project

 All entries to the logbook should be dated
 Submit the logbook at every Monday to the project coordinator only after getting 

the approval from their guides
 This will be useful in writing the final project report
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RUBRIC FOR ASSESSMENT OF PRESENTATION

INDICATORS VERY GOOD (5) ACCEPTABLE (3) UNACCEPTABLE (1)

Content 
completeness

Presentation includes allthe 
relevant key information needed

Presentation
includesInformation but 
less relevant

Presentation lacks 
information

Organization 
of presentation

Information is in logical, 
interesting sequence with 
illustrations which audience can
follow.

Information is in logical 
sequence which 
audience can follow but
lacks in illustration

Cannot understand 
presentation because 
there is no sequence
of information.

Clarity in 
delivery

Presentation audible to all and 
communication is effective

Presentation 
audible 
communication
effective

mostly
and

is not
Presentation 
audible

is not

Information 
gathering

Digs up all kinds of information 
(core and peripheral related to 
task, comes up with exhaustive
information including all the 
background

Collects adequate 
information about the 
task but not much about 
related ones

Collects minimal 
information and about 
just the particular tool/ 
technology

Responsiveness 
to Audience

Response to queries (core and 
peripheral level) of audience with 
clarity and confidence

Response to queries 
(core but not peripheral 
level) of audience with
less clarity and 
confidence

Response to the 
queries is poor
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ASSESSMENT SUMMARY SHEET
EC 492 PROJECT

Sl.
No.

Name of the
Student

Performance Indicators

Organization 
of presentation

Content 
completeness

Information 
gathering

Clarity in 
delivery

Responsive- 
ness to 

Audience
Total (25)

  Name and Signature of Staff
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Abstract

Around 450 million people are affected by pneumonia every year, which results

in 2.5 million deaths. Coronavirus disease 2019 (Covid-19) has also affected 181

million people, which led to 3.92 million casualties. The chances of death in both

of these diseases can be significantly reduced if they are diagnosed early. However,

the current methods of diagnosing pneumonia (complaints+chest X-ray) and Covid-19

(real-time polymerase chain reaction) require the presence of expert radiologists and

time, respectively. With the help of deep learning models, pneumonia and Covid-

19 can be detected instantly from chest X-rays or computerized tomography (CT)

scans. The process of diagnosing pneumonia/Covid-19 can become faster and more

widespread.

In this paper, we aimed to elicit, explain, and evaluate qualitatively and quanti-

tatively all advancements in deep learning methods aimed at detecting community-

acquired pneumonia, viral pneumonia, and Covid-19 from images of chest X-rays

and CT scans. Being a systematic review, the focus of this paper lies in explaining

various deep learning model architectures, which have either been modified or created

from scratch for the task at hand. For each model, this paper answers the question

of why the model is designed the way it is, the challenges that a particular model

overcomes, and the tradeoffs that come with modifying a model to the required

specifications. A grouped quantitative analysis of all models described in the paper

is also provided to quantify the effectiveness of different models with a similar goal.

Some tradeoffs cannot be quantified and, hence, they are mentioned explicitly in the

qualitative analysis, which is done throughout the paper.

iii
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Chapter 1

Introduction

1.1 Introduction

1.1.1 General Background

In this report we are aimed to present the first review of the project ”Deep learning

model for classifying covid 19 and pneumonia lung diseases” Lung-related diseases

mainly refer to conditions that are caused by lung infections. Lung diseases can be

fatal and often lead to respiratory failure. Pneumonia is one kind of lung disease that

is mainly caused because of an infection by bacteria, viruses, or fungi. Every year

around 150 million children are affected because of pneumonia. Covid19 is another

deadliest epidemic that has claimed millions of lives. It is preliminarily caused by the

novel SARS-CoV2 virus, which affects the lungs’ alveoli. However, if not detected at

the early stage of infection, both pneumonia and Covid-19 can stand as lethal weapons

to human lives

1.1.2 Problem Statement

One of the significant problems of radiographical findings is that the distinction

of pneumonia from other pulmonary diseases cannot be made with certainty on

radiological grounds alone. Moreover, this is not the only problem with the current

1
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CHAPTER 1. INTRODUCTION 2

procedure of pneumonia diagnosis. A considerable number of medical images are

produced in hospitals and medical centers daily. Consequently, radiologists are

inundated with a large number of images that they have to analyze manually. In these

cases, tried and tested deep learning algorithms might be helpful in assisting doctors by

marking the part of the lungs where pneumonia/coronavirus disease 2019 (Covid-19)

is present.

1.1.3 Scope of the system

• Many automated technologies related to medical imaging have shown promising

results over the past few years, but deep learning has quickly gained prominence

among them. Researchers have extensively exploited deep learning methods for

detecting diseases in various body parts such as the eye, brain,2, 3 and skin.4, 5

In some medical imaging cases, it was shown that the classification performance

of a deep learning model was better than that of medical specialists.

• Deep learning models for pneumonia classification and detection can automat-

ically learn complex features from radiographs that may not be visible to the

naked eye.

• Even though real-time polymerase chain reaction (RT-PCR) is the accepted as

standard in the diagnosis of Covid-19, its sensitivity and specificity are not

optimal.11 Other than that, many countries or regions cannot conduct sufficient

RT-PCR testing for thousands of subjects in a small span of time because of

the lack of people who can perform these tests. In these cases, deep learning

algorithms might help if the country has enough imaging machines but fewer

people who can perform the test. RT-PCR testing may also be delayed in cases of

newly evolved coronavirus, because detection of a newly evolved virus requires

the extraction of the new DNA sequence.
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CHAPTER 1. INTRODUCTION 3

1.1.4 Objective

In this paper, we aimed to elicit, explain, and evaluate qualitatively and quantitatively

all advancements in deep learning methods aimed at detecting bacterial or viral

pneumonia from radiographical images. Since chest X-rays and computerized

tomography (CT) scans are the most common radiographical tools doctors use today,

we have covered deep learning methods that use chest X-rays, CT scans, or both as

input images. As the quantitative results of these models depend on the data sets

used, we group these models according to data sets, to perform a fair and uniform

quantitative analysis. Although standard data sets are available for bacterial/viral

pneumonia detection tasks, the same is not applicable for Covid-19 data sets due to

the disease’s novelty (in 2021). However, the models that leverage these data sets

have been grouped by the amount and quality of images used for training and testing.

This being said, it is not uncommon to find deep learning models that fail to perform

well in the real world after being trained on data sets with specific sources. The poor

performance in the real world is mainly because of the data set shift between training

images and the images used in other hospitals. A significant amount of variability in

individual hospital images also accounts for the poor performance of these models. To

address this problem, we also evaluate and compare the features learned by various

models to predict how well they would perform in the real world. The reason for

comprehensively compiling all significant research in deep learning for pneumonia

detection is to compare different models used in each scenario and identify the best

deep learning architectures for each of those scenarios.
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Chapter 2

Literature Survey

2.1 A Lightweight CNN Architecture for Chest X-ray

Images Analysis to Facilitate Early Stage Detection

of Lung Diseases

[1]

2.1.1 Abstract

Lung-related diseases are one of the significant causes of death among infants and

children. However, the mortality rate can be reduced by the detection of lung

abnormality at an early stage. Traditionally, radiologists identify irregularities by

interpreting chest x-ray images which is time-consuming. Therefore, researchers

have proposed many automated systems for diagnosing pneumonia and other lung-

related diseases. Due to the remarkable performance of Convolutional Neural

Networks(CNN) in image classification, it has gained immense popularity in chest x-

ray image analysis. Most of the research has utilized famous pre-trained Imagenet

models for more accurate analysis of Chest X-ray images. However, the problem

with these architectures is that they have many parameters that increase the training

time, which makes the detection process lengthy. This paper introduces a lightweight,

4
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CHAPTER 2. LITERATURE SURVEY 5

compact, and welltuned CNN architecture with far fewer parameters than the pre-

trained model to analyze two of the most common lung diseases, pneumonia and

Covid-19. We have evaluated our model on two benchmark datasets. Experimental

results show that our lightweight CNN model has far fewer hyperparameters than other

state-of-the-art models but achieves similar results. We have achieved an accuracy of

90.38% on the kermany dataset and 96.90% on the Covid-19 Radiography dataset.

2.1.2 Methodology

We used Keras, a framework built on TensorFlow, to develop our compact CNN archi-

tecture. Finally, we deployed our model and assessed its classification performance on

the benchmark dataset using Kaggle, an online computing platform. We have deployed

other benchmark approaches in the same environment, maintaining the same training

and testing ratio to provide a fair comparison. We have used categorical cross entropy

as our loss function and adam optimizer to minimize the loss function. We haven’t used

a constant learning rate. Instead, we have dynamically updated the learning rate based

on validation accuracy. It has provided a significant benefit to the learning process of

the model as opposed to keeping it constant. We have taken a batch size of 32. From

Figure 5, we can see that in the case of the kermany dataset, after 20 epoch, our training

accuracy and validation accuracy gets into a steady phase. In the case of the Covid-19

Radiography dataset, we can see that after only ten epochs, the validation and training

accuracy gets in a stable position shown in Figure 6. Finally, we have used dropout in

each convolutional block to prevent our model from overfitting.

2.1.3 Conclusion

We have developed a CNN architecture that simultaneously evaluates the output of

all the convolutional blocks to enable a more accurate and exact classification of

lungrelated disorders, pneumonia, and covid-19. As a result, we have achieved an

overall accuracy of 96.90score of 97.00containing pneumonia and covid 19 better than

other stateof-the-art approaches. Furthermore, due to being lightweight, our model
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CHAPTER 2. LITERATURE SURVEY 6

can be used in remote parts of developing countries to automatically detect pneumonia

and covid-19 in its early stages when there is a shortage of radiologists. In the future,

Researchers can use this architecture in other medical fields where there is a need for

automated analysis of image modalities.

2.2 Classification of Lung diseases using Convolutional

Neural Network algorithms

[2]

2.2.1 Abstract

Since the publication of the book Covid-19, several investigations of varying kinds

have been carried out all across the globe to see how well it predicted future events.

The early lung illness known as pneumonia is intimately linked to the virus known

as Covid-19, which causes severe inflammation of the chest (pneumonic condition).

It is difficult for doctors and other medical professionals to differentiate Covid-19

from other lung diseases including pneumonia. As a consequence of this, we need

an independent diagnostic platform that is able to provide clinical results in a timely

and efficient manner. Chest X-ray screening is the method that provides the most

reliable diagnosis of lung disease. The purpose of this investigation was to offer

a condensed CNN (RMNet) model for COVID-19 classification. When compared

to prior models, the solution that has been developed requires less memory and

requires fewer processing resources. When it comes to COVID-19 classification,

the performance of the recommended RMNet model ensemble that makes use of

ResNet18, Inceptionv3, and MobileNetV2 is superior to that of previously cutting-edge

methodologies. Additionally, the ensemble model makes less of a demand on available

memory and is straightforward to incorporate into the backend of a smart device. Lung

cancer is produced by the unrestrained growth of aberrant cells. This proliferation may

begin in either of the lungs, but it most often originates in the cells that border the
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CHAPTER 2. LITERATURE SURVEY 7

airways. Lung cancer can be prevented by maintaining a healthy immune system.

These abnormal cells do not develop into lung tissue that is healthy; instead, they

rapidly multiply and produce tumours. This is because of how they behave. The

process by which cancer cells spread from the primary site of the disease to other

parts of the body is referred to as ”metastasis.” Once the disease has spread to other

areas of the body, it is much more challenging to treat it in an appropriate manner.

Primary or secondary lung cancer is a classification that may be used to this disease.

Primary lung cancer starts in the lungs, but secondary lung cancer starts elsewhere in

the body, metastasizes, and then spreads to the lungs. Both types of lung cancer may

be fatal. Because medical professionals consider them to be separate manifestations of

the illness, they are not treated the same way because of this belief. The information

offered by symptoms, in addition to the findings of a number of other tests, is taken

into consideration by medical professionals when making a diagnosis of lung cancer.

Imaging techniques such as chest X-rays, bronchoscopies, CT scans, MRI scans, and

PET scans are examples of what are known as conventional imaging methods. In

addition, the doctor will do a physical examination on the patient, as well as an

inspection of the chest, and a test to determine whether or not there is blood in the

sputum. The goal of each of these procedures is to zero in on the specific location of

the tumour and determine whether other organs in the body may be at risk due to the

presence of the malignant growth.

2.2.2 Methodology

Before establishing a medical diagnosis in daily life, it is in everyone’s best interest

to gather the perspectives of many trained professionals in the field of medicine. The

inference is able to function at a higher level of effectiveness when there is consensus

among health professionals on a certain topic. Because all of the learning algorithms

that are often used are based on the same concept, we incorporated several of them in

the design that we showed. They have been educated on how to independently develop

their projections. The models are then integrated using a brand new method called
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CHAPTER 2. LITERATURE SURVEY 8

weighted average ensembling in order to make a prediction about the class value. The

forecast ought to be more accurate now that there is a different approach to fitting the

parts together. ResNet18, InceptionV3, and MobileNetV2 are the three CNN models

that we want to use, all of which have previously undergone training. The X-ray scans

of the lungs of all three patients were obtained from Kaggle, an online database that is

easily accessible.

2.2.3 Conclusion

In addition, dangerous environments may rapidly destroy models that are dependent

on either deep learning or machine learning. This sort of work is essential in the

contemporary smart healthcare system, and it is essential to evaluate the robustness

of the recommended technique for the classification of lung illness in an adversarial

scenario. A CNN ensemble classification technique has been developed in this

study for the purpose of classifying pneumonia cases in lung X-ray images as being

caused by either Covid-19, viral, or bacterial infections. In this particular scenario,

six alternative CNN models called SqueezeNet, XceptionNet, Vgg-19, ResNet-18,

MobileNetV2, and InceptionV3 were developed on the same dataset using ideal

exchange learning and fine-tuning algorithms. This approach might, for example,

increase performance for lung disease classification while simultaneously decreasing

the computing cost of the model. This would be accomplished by reducing the number

of characteristics included inside the model. It is possible that the technique being

proposed may assist medical professionals by categorising lung sickness rather than

pinpointing the location of damaged lung tissue in chest X-rays. When infected

area detection of chest x-rays is employed, the computational difficulty of correctly

identifying lung disease is decreased, and the performance of correctly detecting

lung illness is enhanced. For the CNN outfit approach, the three CNN models that

proved to be the most successful overall were picked. These models were ResNet-18,

MobileNetv2, and InceptionV3. During the testing phase, this group technique was

successful in achieving the desired level of yield.
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CHAPTER 2. LITERATURE SURVEY 9

2.3 COVID-19 RELATED LUNG DISEASE DETEC-

TION AND CLASSIFICATION USING A DEEP

LEARNING SYSTEM

[3]

2.3.1 Abstract

- COVID-19 is one of the worst illnesses in history is a pandemic. The virus is

known as SARSCOVID-2 because researchers have shown that it mostly affects the

respiratory system and resembles the SARS variation. In some circumstances, it

might cause pneumonia and a collapse of the respiratory system. To diagnose the

patients’ conditions and ascertain whether lung illness was involved, doctors used

X-rays or Computed Tomography (CT) scans. In this study, pulmonary conditions

associated with COVID-19 are identified and described using a deep learning method.

To diagnose conditions including COV-19, lung cancer, and bacterial pneumonia, the

suggested method makes use of CT scan pictures. A 2D picture from a CT scan offers

more trustworthy results. The 50 layers of this method are organized into a ResNet-

50 convolutional neural network (CNN). Comparing the experimental results to the

current methods, a higher yield accuracy is predicted.

2.3.2 Methodology

Due to the Deep Convolutional Neural Network-based algorithm used in this method, a

variety of lung respiratory disorders, including COVID-19, pneumonia, and lung can-

cer, may be recognized and classified. The suggested approach facilitates the extraction

of numerous proprties fom the database of preserved CT scan images. Preprocessing

was done on these images to imrove image quality while still treatingthem as patient

input. Compared to X-rays, the picture clarity data from the CT image dataset utilized

in this method is better for training. Utilizing the ResNet50 architecture, this method
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CHAPTER 2. LITERATURE SURVEY 10

is utilized to obtain the features from the training dataset

2.3.3 Conclusion

Deep learning based COVID-19 lung disease detection and categorization were the

main focus of the proposed approach. This method assist in the detection of lung

cancer and bacterial pneumonia using CT scan pictures. the suggested technique made

using CNN with 50 layers in the ResNet50 architecture. This method aids user in

making judgements under pressure and offers rapid diagnosis of COVID-19 and lung

disorders. when the experimental findings are compared to existing practices, the

accuracy is 96%

2.4 Deep learning models for classifying cancer and

COVID-19 lung diseases

[4]

2.4.1 Abstract

— The use of Computed Tomography (CT) images for detecting lung diseases is both

hard and timeconsuming for humans. In the past few years, Artificial Intelligence

(AI), especially, deep learning models have provided impressive results vs the classical

methods in a lot of different fields. Nowadays, a lot of researchers are trying to develop

different deep learning mechanisms to increase and improve the performance of

different systems in lung disease screening with CT images. In this work, different deep

learning-based models such as DarkNet-53 (the backbone of YOLO-v3), ResNet50,

and VGG19 were applied to classify CT images of patients having Corona Virus

disease (COVID-19) or lung cancer. Each model’s performance is presented, analyzed,

and compared. The dataset used in the study came from two different sources, the

27Page 28 of 96

01



CHAPTER 2. LITERATURE SURVEY 11

large-scale CT dataset for lung cancer diagnoses (Lung-PET-CT-Dx) for lung cancer

CT images while International COVID-19 Open Radiology Dataset (RICORD) for

COVID-19 CT images. As a result, DarkNet-53 overperformed other models by

achieving 100accuracy. While the accuracies for ResNet and VGG19 were 80% and

77% respectively.

2.4.2 Methodology

The study aimed to classify data into two categories, Cancer and COVID-19 using

different models and compare performance.

• A. Models

• VGG-19: a CNN that is 19 layers deep. Starting with loading the weights of

a pre-trained model trained on ImageNet. The network has been pre-trained to

categorize photos into 1000 different item categories. Instead of using the three

fully connected layers in the original VGG-19, four fully connected layers were

used, each layer is followed by RELU as an activation function and dropout

layer, and the last layer having 2 layers for binary classification.

• ResNet50: a CNN that is 50 layers deep, and the model used in the study

was pre-trained on ImageNet. The network’s picture input size is 224 × 224

pixels. Also,the convolutional layers were followed by the same customized

fully connected layers used for VGG-19.

• DarkNet-53: which is the backbone of YOLO-v3, was made later in 2018. Its

advantage is that it is significantly faster than other networks while maintaining

accuracy. In this study Darknet53 was modified, instead of using the 53 layers,

only 40 layers were used, because the purpose of this study is to classify images

without the need to reconstruct images. After the 40 convolutional layers, a

global maxpooling layer followed by two fully connected layers with a dropout

layer between them were used to classify the image.
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• B. Hyperparameters

• Optimizer which are algorithms or methods used to minimize an error function

(loss function) or to maximize the efficiency of production, was SGD for ResNet

and VGG19 and Adam for DarkNet-53. The learning rate was constant for the

first 5 epoch (0.0001) then changes as a function of epoch number. The batch

size of 8 for train and validation and 16 for the test were used. The binary cross-

entropy which calculates the total entropy between the distributions was used as

loss function.

• C. Accuracy Assessment

• Confusion matrix (CM), Precision (percent of correct predictions for each class),

Recall (percent of the positive cases the model catch) and F1-score (percent of

correct positive predictions)

2.4.3 Conclusion

Early detection and diagnosis of both Lung cancer and COVID-19 are very important.

Therefore, in this work, multiple CNN models were used to classify cancer-affected

patients using CT images. Also, the results of these models and their performance were

discussed in which DarkNet-53 has the best performance in detecting both COVID-19

and cancer images, after DarkNet-53 comes ResNet50 and finally VGG-19. After

achieving this highly efficient model we can add more data with different classes and

do a multiclassification for any lung disease using Ct image.

2.5 Consolidated table
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Paper Title Proposed Solution Technology
Used

Advantages

A Lightweight
CNN
Architecture
for Chest
X-ray Images
Analysis to
Facilitate
Early Stage
Detection

Collect large dataset,
preprocess, feature
extraction, model selection,
training, evaluation

compact CNN High accuracy,
suitable for real-
time applications

Classification
of Lung
diseases using
Convolutional
Neural
Network
algorithms

Collect dataset, preprocess,
feature extraction, model se-
lection, training, evaluation,
deployment

ResNet18,
Inceptionv3,
MobileNetV2,
RMNet

High accuracy,
suitable for real-
time applications

COVID-19
RELATED
LUNG
DISEASE
DETECTION
AND CLAS-
SIFICATION
USING
A DEEP
LEARNING
SYSTEM

Collect dataset, preprocess,
feature extraction, model se-
lection, training, evaluation,
deployment

ResNet50 Accurate, fast
processing

Deep learning
models for
classifying
cancer and
COVID-19
lung diseases

Collect dataset, preprocess,
feature extraction, model se-
lection, training, evaluation,
deployment

DarkNet-53,
ResNet50, VGG-
19

High accuracy,
suitable for real-
time applications

Table 2.1: Consolidated table
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Chapter 3

Requirement specification

3.1 Functional requirements

• Dataset: The data sets consist of chest X-ray images from patients with

pneumonia and COVID-19.

• Preprocessing: Preprocessing of the images is done to improve the picture

quality of the CT scan and remove any undesired items from the output.

• Feature extraction: in our proposed custom lightweight CNN, we have fed

the output of each convolutional block separately into the flattened layer

simultaneously via a skip connection. It has enabled the flattened layer to

consider both higher- and lowerorder features equally important. As a result,

both the small and large abnormalities in the lung nodule are more accurately

captured in our network.

• Model architecture: The deep learning model should be designed with appro-

priate architecture that can effectively learn the features extracted from the x-

ray and CT images. This may include convolutional neural networks (CNNs),

recurrent neural networks (RNNs), or a combination of both.

• Training: The deep learning model should be trained using the labeled dataset to

learn the relationship between the images and corresponding diseases.

14
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• Evaluation: The performance of the trained model should be evaluated using

appropriate evaluation metrics such as accuracy, precision, recall, and F1-score.

• Deployment: The model should be deployed in a way that it can be used to

recognize diseases from real-time x-ray and CT images. This may include

integration with other software or hardware systems.

• User interface: The system should have a user-friendly interface that allows users

to easily input images, and identify the disease.

3.2 Software requirements

• The system should have a high level of accuracy in recognizing covid and

pneumonia and predicting correctly.

3.3 User interfaces

• The system should have a user-friendly interface for ease of use.

3.4 Hardware interfaces

• There are no external hardware requirements.

3.5 Non Functional requirements

• Scalability (Transactions per second)

• Traffic on chain

32Page 33 of 96

01



Chapter 4

Proposed system and Design

This chapter mainly discuss about the proposed system and design.Also the architec-

ture and different technical diagrams are discussed in this chapter.

4.1 Proposed system

• The system architecture consists of the following components:

• Input module: This component allows users to input an image to be analyzed by

the system.

• Disease detection module: This component uses deep learning algorithms to

detect and recognize covid and pneumonia lungs accurately.

• Output module: This component provides the output of recognized disease.

4.2 Feasibility Study

• A feasibility study is an analysis that considers all of a project’s relevant factors

including economic,technical,legal, and scheduling considerations to ascertain

the likelihood of completing the project successfully.

16

33Page 34 of 96

01



CHAPTER 4. PROPOSED SYSTEM AND DESIGN 17

4.2.1 Technical Feasibility

• The proposed system is technically feasible due to the availability of required

hardware and software resources,including advanced image processing and

machine learning algorithms.

4.2.2 Operational Feasibility

• The system can be easily integrated into existing software systems with a

minimal learning curve for non-technical users.

4.2.3 Economic Feasibility

• Although the development cost for the system is high, the cost of implementation

and maintenance is reasonable. The proposed system can generate revenue

by licensing it to companies requiring covid and pneumonia identification and

classification systems.

4.2.4 Legal Feasibility

• The system needs to comply with data privacy regulations like GDPR and CCPA,

and the use of x ray and CT images needs to comply with copyright regulations

of respective owners.

4.3 Design

• Data collection: The system will collect data from various sources, such as x-

ray and CT images, to analyze lung patterns and extract features and identify the

disease in the corresponding images.

• Pre-processing: The collected data will undergo pre-processing to eliminate

noise, adjust for lighting, and improve the quality of images .
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CHAPTER 4. PROPOSED SYSTEM AND DESIGN 18

• Feature extraction: Image processing techniques like grayscaling,binarizing etc

and Deep learning is used.

• Covid and pneumonia recognition: The system will use the extracted features

to recognize whether the lung is affected by covid or pneumonia using an CNN

model

• Output: The results of the covid and pneumonia identification processes

will be presented in a user-friendly interface, including visualizations and

recommendations for users.

• Continuous learning: The system will be designed to continuously learn and

improve its recognition and identification accuracy by incorporating feedback

and training data from users.

4.3.1 Architecture Diagram

An architectural diagram is a diagram of a system that is used to abstract the overall

outline of the software system and the relationships, constraints, and boundaries

between components. It is an important tool as it provides an overall view of the

physical deployment of the software system and its evolution roadmap.

4.3.2 Data Flow Diagram

A Data Flow Diagram (DFD) is a visual representation of the information flows within

a system. It provides information on how how data enters and leaves the system,the

changes in the system and where the data is stored. Data flow diagrams visually

represent systems and processes. It may be partitioned into levels that represent

increasing information flow and functional details. Levels in DFD are numbered 0,1,

2 or beyond.
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Figure 4.1: Architecture diagram
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Figure 4.2: Data flow diagram
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CHAPTER 4. PROPOSED SYSTEM AND DESIGN 21

4.3.3 ER Diagram

An entity-relationship (ER) diagram is a graphical representation of the entities and

relationships involved in a system or project. It helps to model the data requirements

and business rules of the system, which can then be used to design the database schema.

Figure 4.3: ER diagram
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4.4 Gantt Chart

Figure 4.4: Gantt Chart
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Chapter 5

Conclusion

We have developed a CNN architecture that simultaneously evaluates the output of

all the convolutional blocks to enable a more accurate and exact classification of

lungrelated disorders, pneumonia, and covid-19. As a result, we have achieved an

overall accuracy of 96.90% and an f1-score of 97.00% while discerning between

chest x-ray images containing pneumonia and covid 19 better than other stateof-the-art

approaches. Furthermore, due to being lightweight, our model can be used in remote

parts of developing countries to automatically detect pneumonia and covid-19 in its

early stages when there is a shortage of radiologists. In the future, Researchers can use

this architecture in other medical fields where there is a need for automated analysis of

image modalities.

23
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