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Abstract

In the coming years, an artificially facilitated world will dominate, and Augmented

Reality will have a crucial part to play in shaping it. This research investigates the

utilization of augmented reality technology on smartphones for indoor navigation

purposes. Our goal is to develop an Augmented Reality-based campus navigation

system to assist individuals who may be unfamiliar with the campus layout. To

determine one’s location precisely, and then formulate a route and subsequently adhere

to it, is the process or undertaking being referred to. The realm of navigation

encompasses various branches, such as terrestrial navigation, nautical navigation,

aviation navigation, and astrogation. The primary objective of this tool is to assist

with finding one’s way around the campus. Most individuals struggle with exploring

unfamiliar territories or discovering new places on their own. Hence the application

system will serve as a helper to them and lead in navigation through the campus, as

we have selected the college campus area for our study. We currently working at

developing a system that shall enable a new person to explore unknown campus areas

which he is unfamiliar with. Furthermore, the proposed project may be extended at a

larger scale and we can set a large number of data as a trained data in the database.
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Chapter 1

Introduction

1.1 Overview

Our project aims at providing proper guidance and navigation via a simple android app

that is easy to understand and use. The AR would make it easier and more interactive

for users to find a certain location. The use of Augmented Reality (AR) technology

on smartphones for indoor navigation is becoming increasingly important in today’s

artificially facilitated world. This technology has the potential to revolutionize

navigation, and this research aims to develop an AR-based campus navigation system

to assist individuals who are unfamiliar with the layout of the campus.

1.2 General Background

In an AR system, real-world objects are overlaid with digital objects that can contain

information and graphics. With an AR system, real-world and computer environments

are combined. AR systems overcome the cognitive dimensional challenge by provid-

ing information and graphics to be superimposed and correctly aligned with the real-

world environment which enhances the real and digital experience [1]. AR is one of

the emerging technologies that is transformed through progressive and replacement of

technologies due to the advancement of computer power that enables mobile devices to

1
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CHAPTER 1. INTRODUCTION 2

be equipped with better processes, capacity, and flexibility. This makes AR compatible

to be used on mobile devices that are typically built-in with a camera, screen, global

positioning system (GPS) receiver, and cellular or wifi networks for communications,

which these features are used by an AR system. In 2020, 14.02 billion mobile devices

are operating worldwide and 91 percentage of the total Internet users use mobile

Internet which shows the suitability of mobile AR. Augmented reality(AR) has the

unique quality of providing a direct link between the physical reality and virtual

information about that reality. In the application of a visitor visiting the campus with a

smartphone, the location and pose information of the phone are acquired and calculated

in real time [2].

AR applications have spanned and explored into many sectors. It has been seen

that this augmented reality-based application provides better interface and experience

than the traditional 2D maps or the paper maps that are displayed outside buildings

to help in the navigation [3]. Many of these AR applications are well-known such as

Pokemon-Go and Snapchat in the gaming and entertainment industry, and in commerce

such as IKEA Place and Dulux Visualiser. AR has also been applied in the education

sector where many educators opted the use of metaverse and Aurasma in creating AR-

based content. In addition to those applications, AR has also been used in navigation

systems. An AR navigation system is a system that combines navigation information

that is virtual with the real-world environment. The systems can be applied to a variety

of scenarios such as vehicular navigation, pedestrian navigation, indoor and outdoor

navigation. In all of these scenarios, the navigation system is used to help the user

to reach the destination more efficiently by combining the real world with virtual

information.

1.3 Problem statement

Design a system that aims to improve the navigation system specifically for campus

navigation. This proposed navigation system includes AR to allow specific places

that are being searched to be viewed interactively from different angles devices. The
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system is expected to be used as an alternative way of finding the location of the lecture

halls, tutorial rooms, laboratories, and offices within the campus. The system uses

augmented reality (AR) to provide several dimensions of the image of the searched

location. Precise information of the searched location within the buildings, and even

over multiple floors is made possible through specific shielding characteristics.

1.4 Scope of the system

The scope of the application is determined by the time allocation, resources and

customer demand. The scope of the program is limited and can grow the way it is done.

Users can navigate the building with the advice provided by the AR browser. They can

view construction, locations etc. Or they are searching for places. Having access

to advanced handsets people tend to navigate large indoor spaces hassle-free as they

might be puzzled looking at larger structures and multiple sign boards, they tend to use

an easy way to access all the directions on their phones. This brings Indoor Navigation

systems into play. Having an Augmented Reality based Indoor Navigation system at

their disposal makes users navigate seamlessly and also aid vendors for advertising in

malls etc.

1.5 Objective

Provide an easy-to-use, mobile-based solution system, which will contain all the

necessary information, to ensure convenience, accurate navigation and identification

of various buildings, doors and to help guests reach their desired location without

difficulty. In the study, we presented an augmented reality- based indoor navigation

application that uses localized environmental features, the Shortest Path finding

algorithm to help people navigate in indoor environments. The application can be

implemented on mobile devices such as a smartphone providing both visual and textual

instructions.
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Literature Review

2.1 Campus Navigation Using Augmented Reality

This project aims at providing proper guidance and navigation via a simple android app

that is easy to understand and use. The AR would make it easier and more interactive

for users to find a certain location [4]. This would help the users to navigate through

the campus area in a hassle-free manner It would reduce the confusion regarding the

various academic and administrative blocks in the campus area.

The main purpose of the project to develop an android/unity application or

handheld application. Provide effective information for navigation through the

application, which contains all the necessary information and provide an accurate

destination point for users on request. The project gives users an experience of AR

while navigation and Android applications are cost-effective.

System analysis plays the most important role in our project success. The parts

to identify its objectives. The processes of this phase include the collection of data,

validation.

To develop a system, choosing an appropriate methodology is important. The

methodology provides the basic guidelines that will guide the developer to accomplish

the project task. This section, which is the best methodology need to be applied to this

project are discussed.

4
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The system of Mobile application is to guide the user to identify the build-

ings/departments inside the campus and mainly focuses on finding destinations and

details of officials easily. Mainly five modules have been used to implement the

application to make the development easier. The modules are as follows.

• Indoor navigation AR module

• Administration module

• official’s login module

• official and student management module

There are several commercial navigation applications - such as Google Maps, Yahoo

Maps and MapQuest that provide users with directions from one place to another.

However, these applications must search along existing roads; they will not able to

provide routes that are as precise as an on-campus path would require. In this Project

we combine IPS with augmented reality without any external mechanism like sensors

to determine the position, just the IPS principle. Real-time mapping can effortlessly

make the visitors reach any location inside the facility within a stipulated time. Also,

this feature affects the productivity of the facility in the long run, having real-time

information on our Smartphone screen.

Figure 2.1: Architecture Diagram
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2.2 Augmented Reality Indoor Navigation System

There is currently no low-cost scalable smartphone solution available on the market

that effectively navigates the consumer from one location to another indoors. Such an

app will help users who are unfamiliar with the area. Tourists, for example, would be

able to maneuver confidently inside a tourist attraction without assistance. In places

such as museums and art galleries, the application could be expanded to include the

most optimal or ’common’ paths.

Our solution will be using AR Core [5] to display the navigation path to the user on

his mobile phone with the help of Anchors which are based on the nav path generated

with the help of navmesh. Here the navmesh is created with the help of a floor plan of

the area to be navigated. To track the user’s position, we use some simple calculations

of distance and angle from the previous position to the current position. The user

will also have a 2D mini-map for reference while trying to navigate. To run AR Core

Applications the device needs to be certified as AR Core compatible. Certification is

given by Google where they decide which device to certify based on the quality of

the camera, motion sensors, and the design architecture is expected to perform to a

standard. Also, the device needs to have a powerful enough CPU that integrates with

the hardware design to ensure good performance and effective real-time calculations.

The primary objective of the application is to eliminate all the dependencies like

Wi-Fi Access points, Bluetooth beacons, Internet and other devices which require

additional sources to realize Indoor navigation. We relied on new but a reckonable

technology on Augmented reality to help us realize Indoor Navigation on the device

itself. This requires the mobile handset to be ARCore certified from Google during

manufacture(nowadays all the units come with this capability) and a QR Code pre-

programmed with the location indoors.

The first step in the navigation process is to scan a QR code. As the user opens

the application, the user gets an interface for scanning QR-code, once the user points

his device camera towards a QR code the application starts operating. The QR-codes

are placed at key locations where the users are most likely to pass from. As the user
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scans the QR-code, the user is presented with a drop-down box where they can select

the destination and a clear view button to clear the previous destination if selected.

To aid the user with smooth navigation, there is also a mini-map of the floor, locating

his current position and also showing a path to his destination which the user can

zoom in and pan if needed. To start navigation the user needs to select his desired

destination from the drop-down box, thus setting the path from the starting position and

the destination, then the user is shown an AR floating arrow (AR-based anchor) which

navigates the user towards the destination in the real environment. As the user reaches

his/her destination an AR floating PIN is placed at the destination which indicates that

the user has reached the destination.

Our project can successfully help navigate a user in a given space without any

additional resources like external hardware or even the Internet. In this project, the

space we choose to build is our department floor and the approach we have used can

be adapted to any other place. Even with these advantages, it should be kept in mind

that there is a need of making a NavMesh of the location be navigated, but its great

trade-off compared to buying expensive hardware or installation of such hardware.

Moreover, NavMesh can easily be generated by an existing floor plan.

Figure 2.2: Architecture Diagram
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2.3 A Web-Based Campus Navigation System With

Mobile Augmented Reality Intervention

This project aims to improve the navigation system specifically for campus navigation

within UUM. This proposed navigation system includes AR to allow specific places

that are being searched to be viewed interactively from different angles [6]. This is

important as the UUM campus covers an immense area of 1061 hectare site. UUM

consists of 3 main colleges, College of Arts and Sciences (CAS), College of Business

(COB), and College of Law, Government and International Studies (COLGIS). These

colleges have a total of 17 distinct schools that offer many different programs of study.

In addition to that, within the campus area, there are 15 student residential halls

and other campus facilities such as the mall, library, university health center, sports

center, golf course, and others. All these may make navigation through the campus

intimidating for those unfamiliar with the university. Due to these reasons, the main

objective of this project is to develop a campus navigation system with AR called as

AR-UUM Campus Navigation System which is accessible by mobile devices to guide

users within the UUM campus.

In the user design phase, users feedback is gathered to determine the system’s

requirements such as the options that they expect to have in the system based on

the initial idea. This allows initial modeling and prototypes to be created. The user

design phase consisted of prototype development, testing, and refinement based on

the requirements. In the prototype development, the AR-UUM Campus Navigation

System used HTML, JavaScript, and PHP to create the website for the application

which is accessible through Glitch. ARToolKit, which is an open-source software

library to create AR applications, is also used in this system. ARToolKit uses a

computer vision algorithm in tracking the user’s viewpoint to enable virtual imagery

to be drawn in relative to the AR markers in real-time. This allows tracking through

markers within the physical world, and virtual image interaction to run smoothly. In the

testing phase, each of the functions was tested independently to ensure requirements

were met. AR-UUM Campus Navigation System will be refined until it reaches a
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satisfactory design as an effective navigation system with AR technology.

AR-based navigation systems have the potential to improve existing navigation

systems by augmenting information onto the real-world object. This paper described

the design and development of the AR-UUM Campus Navigation System that is web-

based, to navigate locations on the UUM campus. It uses AR to overlay the information

as images in three dimensions of the searched location on campus. This enables the

user to view the buildings and the location that they are looking for. AR is a promising

technology which the implementation of it in the development of a navigation system

has shown to improve the user’s experience based on the feedback received. AR-UUM

Campus Navigation has the potential to be widely used on campus once the system is

fully developed and completed. The following figure shows the system requirements

of this proposed system.

Figure 2.3: System Requirements
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2.4 Augmented Reality Navigation

The main purpose of this application is to provide a mobile- based, controlled-to-visitor

solution as they move around any buildings such as College, Supermarket, Hospital,

etc., and,the purpose is to reduce time-consumption, split-group and gain efficiency,

accuracy [7], application friendliness, as well as the speed, of the application for a

small area of the building.

Provide an easy-to-use, mobile-based solution system, which will contain all the

necessary information, to ensure convenience, accurate navigation and identification

of various buildings, doors and to help guests reach their desired location without

difficulty. The scope of the application is determined by the time allocation, resources

and customer demand. The scope of the program is limited and can grow the way

it is done. Users can navigate the building with the advice provided by the AR

browser. They can view construction, locations etc. Or they are searching for

places.The project aims to use augmented reality to develop the type of advertising

that facilitates circulation within the home. An augmented reality is the idea of a real

world transmitted by some kind of sensory input to a production such as sound or

graphic. This app is designed for smartphones as almost all smartphones today are

equipped with the camera and the processing power of the graphics that provide access

to other graphics. This program is developed using the Android SDK and the Vuforia

Augmented Reality SDK.

This paper presented a rigorous literature review of AR navigation techniques

including design considerations and various navigation types. It also presents a variety

of opportunities and challenges for using AR in navigation. Augmented reality is a

very powerful way to improve user experience in navigation applications. Apart from

the user experience, it extends far beyond driver safety. Examination of research

literature suggests that AR significantly increases driver’s attention. Although the

current technologies are far from a full-fledged AR experience, research is moving

fast and several institutions and companies such as BMW, Pioneer, and Toyota are

working on development in navigation. It is important to note that the use of AR in
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navigation is highly dependent on advances in the field of augmented reality. Also,

the acceptance for AR navigation will depend on the better user experience. It will be

interesting to see how this technology develops in the future.

In general, augmented reality navigation can work as follows:

1. Get real-world views from the user’s perspective.

2. Get user tracking location information. This information typically links GPS.

3. Generate visual world information based on real-world views and geographical

location.

4. Register the physical information generated by the real world view and display

the user information, thus creating augmented reality.

Figure 2.4: Flow Chart for AR Navigation
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2.5 PrismAR: A Mobile Augmented Reality Mathe-

matics Card Game For Learning Prism

As the age of digital learning has evolved, augmented reality (AR) has grown in

popularity. Although AR incor- porate virtual objects into the real world, virtual

reality incorporates a physical object into the virtual world. By overlaying digital

content on top of the real world, AR will create new experiences. AR is a powerful

instructional technique that combines multiple instructional strategies to bolster the

learning process. With the rise in popularity of smart devices, the development of AR

technology in daily life has accelerated dramatically. Using digital infor-mation [8]

such as graphics and sounds, AR is common for improving user experience. The

growing popularity of AR applications with location awareness is a result of recent

advancements in mobile technology.

This project aims to assist primary 3 students (9 years old) in developing their

mathematical abilities and making prism mathematical concepts more interactive. It

is con- structed using Augmented Reality (AR) technology, which enables users to

interact with the educational materials. PrismAR has lessons that include learning

exercises and quiz. It can show the prism’s edges and vertices in both 2D and 3D

views. This game involves flashcards that must be scanned with the help of the

mobile application. This mobile game will assist students in visualizing the prism

in three dimensions and will provide students with fun ways to learn about prisms.

Additionally, it is capable of exposing students to AR games and facilitating immersive

teaching and learning.

The waterfall model of the System Development Life Cycle (SDLC) is used to

complete this project. This model is composed of five stages, the first of which is the

requirement. The project’s requirements are analysed. The second stage is the design

phase, during which the application’s interfaces and artefacts are designed following

the previous phase’s precise specifications. The third stage is the production phase,

which is followed by the testing phase. The final step is maintenance, during which

any issues that arose during the testing phase would be resolved. In mobile application
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when a user first launches the program, they can enter the homepage by pressing the

start button.To view the prism tab, the user must first press the start button.

To see the prism, the user must scan the marker after pressing the start button.

The prism page will be shown if the marker is found. If the marker is already unable

to be identified, the user must re-scan it. The prism’s details are available on the

prism website. The user will choose a different view of the detected prism, with views

available in 2D or 3D, Faces, Vertexes, and Edges. The next tab is the test page.

After viewing the prism, the user can access the evaluation. The user must press the

test button located on the prism tab. The prism subject is covered in the test page’s

questions. The answers to each question are given impartially. After the user clicks the

response button, the programme will display whether the answer selected is correct or

incorrect.The user is provided with a home button to allow them to return and select a

different marker.

In conclusion, our project has shown that it is a fun and engaging method of

learning about prisms. The results indicate that using an augmented reality-based card

game format to teach prism has been successful in increasing students’ mathematics

competence. Based on the testing and evaluation, Overall, the assessment returned

an average mean of 4.98, which was interpreted as ‘highly acceptable.’ The pre-test

mean result is 12.6 (S.D. = 2.012), while the post-test mean result is 14.6 (S.D. =

1.789). In the future, we will enhance the marker’s accuracy. The test section’s use of

language to include test questions also needed to be strengthened, as some users found

the questions confusing. Apart from that, the app can be enhanced by incorporating

animation to capture the user’s attention. By including some sound effects and

narration about the prism material, the app could be improved. Additionally, the 3D

prism model can be enhanced by using the movement of the model without rotating

the marker.
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PAPER
PROBLEM

STATEMENT
ALGORITHM FINDINGS

Campus Navigation

Using Augmented

Reality

To implement an android

or unity application that

provide effective inform-

ation for navigation through

the application.

A* Algorithm
Scan QR code for

downloading app.

Augmented Reality

Indoor Navigation

System

To design and build

an indoor navigation

system,with the assistance

of a mobile

device camera and

gyroscope.

NavMesh

Display the nav-

igation path to

the user on his

mobile phone

with the help

of Anchors

A Web-Based Campus

Navigation System

with Mobile Augmented

Reality Intervention

This proposed navigation

system includes AR to

allow specific places that

are being searched to be

viewed interactively from

different angles.

Computer

Vision Algorithm

Using of

AR ToolKit

Augmented Reality

Navigation

The main purpose of this

application is to provide

a mobilebased,controlled-

to-visitor solution as they

move around any buildings.

A* Algorithm
Design of Mobile

Application

PrismAR: A Mobile

Augmented Reality

Mathematics Card

Game for Learning

Prism

This project aims

to assist primary 3

students in developing

their mathematical

abilities and making

prism mathematical

concepts more interactive.

No algorithm
Scanning of QR

code

Table 2.1: Consolidated table
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Requirement Specification

3.1 Functional Requirements

The main aim of the project is to have a campus navigation system that assists the user

to get around the campus. For that we require a detailed campus map, the application

should allow the user to type in a destination and the anchor shows which path to

navigate, a pop up message containing the details of current person in charge, for

instance the details of current HOD, when the anchor passes by HOD’s cabin. It also

requires camera’s permission as the navigation is done through the mobile camera.

3.1.1 Location Module

- Verify user’s location

- When the user opens the application, it will prompt the user to confirm the current

location.

3.1.2 Recognizing A Building Module

- Find buildings and locations and then turn them into targets to be augmented.

- Once the user confirms the location, application’s camera opens and building

recognition process starts.

15
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3.1.3 Augmentation Module

- View an augmented targets through their camera .

3.2 Users And Human Factors Requirements

Different types of users that the system supports

1. The users will mainly be campus students, visitors, and Faculty.

The skill level of each type of user

1. They must possess the ability to use and navigate an android phone.

2. They must be able to navigate the Google Play Store.

Type of training and documentation that is provided for each user.

1. The app should be able to be picked up and used.

2. If during our user testing phase many users had trouble, we could include a small

tutorial on the app.

The system detection and prevention from misusing the software

1. Detect if there is no internet connection, and ask the user to connect to wifi or

find a signal.

3.3 Security Requirements

Due the nature of our application, security is not an issue. We don’t store or collect any

personal information including but not limited to user’s location, passwords, emails,

addresses, name, social security number, credit card number, etc.
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3.4 Quality Assurance Requirements:

Availability

Available as long as the user has internet connection, and Google’s server is up.

Maintainability

New versions can be updated via the Google Play Store.

Portability

This app will be portable as the user’s phone is.
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Proposed System and Design

4.1 Proposed system

Our system is an augmented reality application system based on mobile terminals,

which provide navigation to users in the form of 3D maps. Thus, it can provide users

with good sensory experience by combining augmented reality information. The main

modules of this system can be divided into the 3D virtual and reality fusion module,

SLAM navigation module and Unity interactive module. Each module is designed

with the principle of high cohesion and low coupling. The details of the main modules

of the system are shown in Figure 4.1.

Our system will be using AR Core to display the navigation path to the user on his

mobile phone with the help of Anchors which are based on the nav path generated with

the help of NavMesh. Here the NavMesh is created with the help of a floor plan of the

area to be navigated. To track the user’s position, we use some simple calculations of

distance and angle from the previous position to the current position.

18
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Figure 4.1: Block Diagram

4.2 Feasibility Study

All projects are feasible when given unlimited resources and infinite time. It is both

necessary and prudent to evaluate the feasibility of a project at the earliest possible/

time. An estimate is made of whether the identified user needs may be satisfied using

current software and hardware technologies. The study will decide if the proposed

system will be cost effective from the business point of view and if it can be developed

in the given existing budgetary constraints. The feasibility study should be relatively

cheap and quick. The result should inform the decision of whether to go ahead with a

more detailed analysis. The project is economically feasible as the only cost involved

is having a mobile phone with minimum requirements. For the user to access the

application only cost involved will be getting access to the internet. The application

requires technical guidance in the beginning to get the users acquainted with the

application. The feasibility study is done in these phases:

• Technical feasibility

• Operational feasibility

• Economic feasibility

Page 39 of 268



CHAPTER 4. PROPOSED SYSTEM AND DESIGN 20

4.2.1 Technical Feasibility

Technical feasibility study deals with the hardware as well as software requirements.

The scope was whether the work for the project is done with the current equipment and

the existing software technology. In our system we are using augmented reality based

techniques. This is system build using the programming language c sharp.

4.2.2 Operational Feasibility

The purpose of the operational feasibility study is to determine whether the new

system will be used if it is developed and implemented. Our system will operate after

it is developed and be operative once it is installed. The system is operatable by the

user easily. Thus the system is operationally feasible.

4.2.3 Economic Feasibility

The purpose of the economic feasibility assessment is to determine the positive

economic benefits to the organization that the proposed system will provide.

Our system is economically feasible and it provides benefits to the organization.

This product is cost effective, so that the new comers to the campus would be more

benefited, as it is effortless in installation and maintenance.

4.3 Design

Design means the process of devising a system,component,or process to meet desired

needs. My system contains both software and hardware components.Design is the

process of intentionally creating something while simultaneously considering it’s

objective (purpose), function, economics, sociocultural factors, and aesthetics. A

good design can make people trust you more, alter customer perception, make you

memorable, get your message across, make your product work to the fullest, and shine.
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4.3.1 Architecture Diagram

An architectural diagram gives the visual representation that maps out the implemen-

tation of the system. It shows the general structure of the system and the associations,

limitations, and boundaries between each element.

By analyzing the user’s needs and the main framework of the mobile AR navigation

system, the logical architecture of the proposed system is shown in Figure 4.2. Firstly,

the system obtains scene information from the current video stream by utilizing the

mobile phone camera and sensor in order to finish map initialization and 3D objects

initialization. Secondly, the system prompts users to enter the starting place and

destination. Thirdly, the system transmits corresponding information of the starting

place and destination to the server. Fourthly, the server sends transmitted information

to the mobile phone after querying the database. Later, the mobile phone plans the path

according to the coordinates of the interest point. During the process of navigation, the

system adjusts the drift value for tracking match. If it loses tracking, area learning is

used to recover from this situation. Finally, when the user arrives the destination, it

superimposes the enhanced information with the interest point in order to achieve the

virtual reality fusion effect.

The architecure diagram of our system can be explained as follow. Initially there is

a map initialization where the floor map of the campus is given.Then thie map is build

in 3D. Then we have to give an input destination to where we have to go. There will be

a route plan to reach the destination.Then the tracking match is done using the camera

and IMU. By incorporating an IMU into an AR-based campus navigation system,

the device can track the user’s movement and orientation in three-dimensional space,

and use that information to provide real-time location-based information, including

directional cues and points of interest. When we have reached the destination it will

display the information of the destination. It also include SLAM. SLAM stands for

Simultaneous Localization and Mapping, and it is a technology that allows a device or

robot to create a map of an unknown environment while simultaneously keeping track

of its own location within that environment.
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Figure 4.2: Architecture Diagram
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4.3.2 Use case Diagram

A use case diagram is a graphical depiction of a user’s possible interactions with a

system. A use case diagram shows various use cases and different types of users the

system has and will often be accompanied by other types of diagrams as well. The use

cases are represented by either circles or ellipses. The actors are often shown as stick

figures.

Figure 4.3: Use case Diagram

The Use case diagram of our system contains a user, admin and five different

interactions that the user and admin makes. Here the user have to scan the QR code

after that the user have to select the destination. Then the user gets the map showing

to the destination. The admin can view the map and update the map according to

the changes that have been made. The admin updates the application whenever new

updates are available.

Page 43 of 268



CHAPTER 4. PROPOSED SYSTEM AND DESIGN 24

4.3.3 Data Flow Diagram

A data flow diagram (DFD) shows the flow of information of the system.Defined

symbols like rectangles, circles and arrows, plus short text labels are used to show

data inputs, outputs, storage points and the routes between each destination.

Our system has three levels of Data Flow Diagram, DFD LEVEL 0, DFD LEVEL 1,

DFD LEVEL 2.

DFD (LEVEL 0)

DFD Level 0 is also called a Context Diagram. It’s a basic overview of the whole

system being modeled. It’s designed to be an at-a-glance view, showing the system

as a single high-level process, with its relationship to external entities. It should be

easily understood by a wide audience, including stakeholders, business analysts, data

analysts and developers. The DFD level 0 of our system includes the user and system.

Figure 4.4: DFD level 0

DFD (LEVEL 1)

DFD Level 1 provides a more detailed breakout of pieces of the Context Level

Diagram. This highlights the main functions carried out by the system, as you break

down the high-level process of the Context Diagram into its subprocesses. The DFD

level 1 of our system includes user, who gives the input destination and uploads the
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road map to the destination. The system then analyses the user inputs and guides to

the destination the user want to arrive.

Figure 4.5: DFD level 1

DFD (LEVEL 2)

DFD Level 2 then goes one step deeper into parts of Level 1. It may require more text

to reach the necessary level of detail about the system’s functioning. The DFD LEVEL

2 of my system is as shown in the figure below.

Figure 4.6: DFD level 2
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4.4 Methods And Techniques

1. Setting up Unity: Start by downloading and installing Unity on your computer.

Once installed, create a new Unity project.

2. Setting up the AR camera: Import the AR Foundation package from the Unity

Asset Store and set up an AR camera in the scene. This will allow you to view

the augmented reality environment through your mobile device’s camera.

3. Creating a map: Create a map of the campus in Unity, including all the buildings

and landmarks that you want to be included in the navigation system. You can

use 3D models or simple sprites to represent the buildings and landmarks.

4. Adding markers: Place markers on the map to represent important locations,

such as classrooms, offices, and restrooms. You can use 3D models or simple

sprites for these markers as well.

5. Adding navigation logic: Write code to handle the navigation logic. This

should include a way for users to select a destination, a pathfinding algorithm

to calculate the best route, and a way to display the route on the screen.

6. Implementing AR features: Use AR Foundation to implement AR features, such

as placing markers and displaying directions in the real world.

7. Testing: Test your app on a mobile device to ensure that everything is working

as expected. You can use Unity’s remote app to test the app on your device while

still in the Unity editor.

8. Deploying the app: Once you are satisfied with your app, build and deploy it to

your mobile device. You can distribute it through the App Store or Google Play

Store or share it with other users through other methods such as email or direct

download.
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Implementation

5.1 Module Split Up

Camera Module

A camera module is required in the working of the system since the system renders

the device’s camera as a background to the attached Unity camera component.

When using the front-facing (selfie) camera, this temporarily inverts culling when

rendering. There are different functions which helps in the smooth functioning

of the system. Such functions which are used in this module can be as follows:

[RequireComponent(typeof(Camera))]:

This function helps to import the camera’s background as the systems background.

Indoor module

To play an audio attached to the collision object the red pointer is colliding with.On

entering the destination a text message will be displayed. To stop playing the audio

when the collision stops happening we use the function OnTriggerExit().

27
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Permission Control Module

In this module first set up touch input program while using instant preview in editor.

Then for update this application we use the code.

If there is no unity activity,then
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Follow Target Module

It will update the object’s camera angle,camera height and eulerAngles as it undergoes

movement.
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5.2 Tools and Techniques

Google ARCore

ARCore is Google’s platform for building augmented reality experiences. Using

different APIs, ARCore enables your phone to sense its environment, understand the

world and interact with information. Some of the APIs are available across Android

and iOS to enable shared AR experiences. ARCore uses three key capabilities to

integrate virtual content with the real world as seen through your phone’s camera:

- Motion tracking allows the phone to understand and track its position relative to the

world.

- Environmental understanding allows the phone to detect the size and location of all

type of surfaces: horizontal, vertical and angled surfaces like the ground, a coffee table

or walls.

- Light estimation allows the phone to estimate the environment’s current lighting

conditions.

Unity

Unity is a tool that allows you to accomplish different types of tasks related to the game

production process. Unity provides game developers with a 2D and 3D platform to

create video games. What makes Unity so appealing to developers is that it’s simple to

use so that you don’t need to start from scratch. Unity is a popular cross-platform game

engine and development platform used to create video games, simulations, and other

interactive 3D, 2D, virtual and augmented reality experiences. It provides developers

with a comprehensive set of tools and features that enable them to design, develop, and

deploy games and interactive applications for multiple platforms, such as PC, Mac,

mobile devices, game consoles, and the web.

Unity allows developers to write code in C-Sharp or JavaScript, and provides a

wide range of graphical tools and visual scripting options to create and manipulate

game objects, animations, physics, audio, and user interfaces. It also includes a built-

in editor with a real-time preview that allows developers to iterate quickly and see
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the changes they make in real-time. Unity is used by game developers, artists, and

designers worldwide to create a wide variety of games, from indie titles to AAA

blockbuster hits. Additionally, it has been used in industries outside of gaming, such

as architecture, engineering, and film production, to create interactive experiences and

visualizations.

Android Studio

Android Studio is the official integrated development environment (IDE) for Google’s

Android operating system, built on JetBrains’ IntelliJ IDEA software and designed

specifically for Android development. It is available for download on Windows,

macOS and Linux based operating systems. It is a replacement for the Eclipse Android

Development Tools (E-ADT) as the primary IDE for native Android application

development.

Android Studio was announced on May 16, 2013, at the Google I/O conference. It

was in early access preview stage starting from version 0.1 in May 2013, then entered

beta stage starting from version 0.8 which was released in June 2014. The first stable

build was released in December 2014, starting from version 1.0. At the end of 2015,

Google dropped support for Eclipse ADT, making Android Studio the only officially

supported IDE for Android development.

On May 7, 2019, Kotlin replaced Java as Google’s preferred language for Android

app development. Java is still supported, as is C++.

Page 51 of 268



Chapter 6

Result And Discussion

It navigates a fresher or a visitor through the campus. It will ask the user to give the

required destination with in the campus.On reaching the destination it will Produce an

audio signaling the fresher that they have reached their targeted place in the campus.

A text message is also popped up when the destination is reached.

Figure 6.1: Map Design

32
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Figure 6.2: Map design

The figure shows a top view map of a campus navigation system. The map displays

a simplified representation of the campus layout, including buildings, pathways, and

points of interest such as classrooms, offices, and restrooms. The map is color-coded

to highlight different areas and provide visual cues to the user.
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Figure 6.3: Scanning Interface

The figure shows a scanning interface of a map for an AR-based campus navigation

system. Scanning interface is displayed when the user selects the scan option

in the navigation system. The interface could include a camera view that shows

the user’s surroundings and a button to initiate the scan. The scanning interface

provides an intuitive and interactive way for users to create and update the map of

the campus environment, allowing for accurate and up-to-date navigation information

to be provided in real-time.
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Figure 6.4: List of location

Once the marker is recognized, the navigation system can display information about

the user’s current location or nearby points of interest on the scanning interface.The

user can select the desired location from the list given and they will be assisted

accordingly
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Figure 6.5: Result
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Conclusion

AR-based navigation systems have the potential to improve existing navigation

systems by augmenting information onto the real-world object.Our project can suc-

cessfully help navigate a user in a given space without any additional resources

like external hardware. Real-time mapping can effortlessly make the visitors reach

any location inside the facility within a stipulated time. Also, this feature affects

the productivity of the facility in the long run, having real-time information on our

Smartphone screen.

AR is a promising technology which the implementation of it in the development of

a navigation system has shown to improve the user’s experience based on the feedback

received.It is important to note that the use of AR in navigation is highly dependent on

advances in the field of augmented reali-ty. Also, the acceptance for AR navigation will

depend on the better user experience. It will be interesting to see how this technology

develops in the future.

There are several possible future enhancements for campus navigation systems that

could improve their functionality and user experience. Here are a few potential ideas:

1. Integration with AI voice assistants: Integrating the campus navigation system

with AI voice assistants like Siri or Google Assistant would allow users to

receive real-time voice prompts and directions, without needing to look at their

device’s screen. This could make the navigation experience more hands-free and

37
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convenient.

2. Integration with wearables: Integrating the navigation system with wearable

devices like smartwatches or augmented reality glasses could allow users to

receive navigation prompts and information directly on their wearable device,

without needing to look at their smartphone.

3. Indoor positioning system: Implementing an indoor positioning system that uti-

lizes Wi-Fi or Bluetooth signals to accurately determine a user’s location within

a building could improve the accuracy of the navigation system, particularly in

areas where GPS signals are weak or unavailable.

4. Integration with social media: Integrating the navigation system with social

media platforms like Facebook or Twitter could allow users to share their

location and real-time updates with friends and colleagues, making it easier to

coordinate and meet up with others on campus.

5. Personalized recommendations: Implementing a personalized recommendation

system that uses machine learning algorithms to analyze a user’s preferences

and behaviors could provide customized recommendations for nearby restau-

rants, cafes, or other points of interest based on their individual interests and

preferences.

Overall, there are many potential future enhancements for campus navigation

systems that could improve their functionality, accuracy, and user experience,

making it easier and more convenient for users to navigate and explore campus

environments.
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Abstract

Air writing recognition and detection is a project aimed at developing a system

that can recognize and detect text written in the air by a user using hand gestures.

The system will utilize machine learning and computer vision techniques to detect

and recognize text, and it will provide an innovative and intuitive method of input

for various applications. The proposed system will consist of a camera or a set of

cameras to capture the hand movements of the user, which will be processed by

the machine learning algorithms to recognize the text being written. The system

will provide a user-friendly interface for the user to input the text, and it will also

have the ability to store and recall previously written text.

The feasibility study of the project will include technical, operational, and

economic aspects to determine the viability of the project. The design of the

system will consist of an architecture diagram, use case diagram, data flow

diagram, and an entity-relationship diagram.The project’s objectives include

creating an innovative and intuitive method of text input,improving accessibility

for people with disabilities, and exploring the potential applications of air writing

recognition and detection technology.

iii
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Chapter 1

Introduction

1.1 Introduction

1.1.1 General Background

In this report we are aimed to present the first review of the project” Air

Writing Recognition and Detection “. The concept of Air Writing Recognition

and Detection builds upon the field of gesture recognition, which focuses on un-

derstanding and interpreting human body movements as a means of interaction

with computers or other devices. While traditional gesture recognition systems

typically rely on cameras or sensors to track hand movements, Air Writing

Recognition and Detection often leverages advanced motion sensors, such as

accelerometers and gyroscopes, in devices like smartphones, tablets, or wearable

devices. In the field of Human- Computer Interaction (HCI), it can offer a

novel and intuitive way of inputting text or commands, particularly in scenarios

where physical contact with input devices is challenging or undesirable, such as

in virtual reality (VR) or augmented reality (AR) environments.

1
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1.1.2 Problem Statement

The air writing recognition and detection project addresses the difficulty faced

by individuals who cannot write traditionally due to disabilities, injuries, or

other reasons, as traditional methods require a physical surface. The air

writing recognition and detection project aims to improve upon current assistive

technologies, which may not provide a natural means of communication for

everyone, particularly those with disabilities.

1.1.3 Scope of the system

• Gesture Recognition: The system focuses on accurately capturing and

interpreting handwriting gestures performed in the air. It aims to recognize

and translate these gestures into digital text or commands.

• Usability and User Experience: The system aims to provide an intuitive and

user-friendly experience. It should minimize the learning curve for users

and offer smooth and responsive interaction.

• Accessibility: The system can contribute to accessibility by enabling indi-

viduals with mobility or dexterity limitations to interact with devices and

communicate more effectively. It should consider the needs of users with

disabilities and provide suitable accommodations.

• Accuracy and Performance: The system strives to achieve high accuracy

in recognizing and interpreting air handwriting gestures. It should be

robust against variations in handwriting styles, different writing speeds, and

potential noise or interference.

1.1.4 Objective

The objective of our project is to develop a system that can recognize and

detect letters and words written in the air using a hand-held device. To create
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a system that can detect and recognize air- written letters and words using a

hand-held device, providing a natural communication method for those who cant

write traditionally due to disabilities or injuries. The project aims to create a

user- friendly interface, ensure accuracy, reliability, security, and accessibility,

and potentially integrate with other technologies and applications to enhance

functionality. Overall, the objective is to provide a comprehensive overview of

Air Writing Recognition and Detection, showcasing its potential and significance

in various domains.
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Chapter 2

Literature Survey

2.1 Radar-Based Air-Writing Gesture Recognition Us-

ing a Novel Multistream CNN Approach

2.1.1 Abstract

Hand gestures, being a convenient and natural way of communication, is getting

huge attention for human–computer interface designs. Among these gestures,

detecting mid-air writing is one of the most promising applications. Existing

radar-based solutions often perform the mid-air writing recognition by track-

ing the hand trajectory using multiple monostatic or bistatic radars. This

article presents a multistream convolutional neural network (MS-CNN)-based

in-air digits recognition method using a frequency-modulated continuous-wave

(FMCW) radar. With one FMCW radar comprising of two receiving channels,

a novel three-stream CNN network with range-time, Dopplertime, and angle-

time spectrograms as inputs is constructed and the features are fused together

in the later stage before making a final recognition. Unlike the traditional

CNN, MS-CNN with multiple independent input layers enables the creation of

a multidimensional deep-learning model for FMCW radars. Twelve human

volunteers were invited to writing the digits from zero to nine in the air in

4
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both home and lab environments. The three-stream CNN architecture-based air

writing for digits has shown a promising accuracy of 95

2.1.2 Methodology

The overall methodology of digit writing is presented. A digit is written in the

specified area and the corresponding radar returns are preprocessed to de-noise

the received signal followed by the gesture duration extraction block. Since,

the size of input layer in CNN is usually fixed, time to perform each gesture

is fixed to 5 s. Afterward, the RTM, DTM, and ATM images are created, and

then fed as input to the deep-learning-based classifier. The radar was installed

on the right side to capture more variations in distance. Here, vertical angle

(elevation) is calculated using only two receiving channels by exploiting Capon

beamforming. Finally, training and test accuracy is computed to access the

network performance. Next, we present the details of each block in the further

sections

• A. Radar Signal Preprocessing The waveform of the signal transmitted by

the FMCW radar increases linearly with time, known as a chirp. A single

frame comprises usually of one or more such chirps. Upon reflection from

hand, the corresponding reflections are received at the receiver antennas.

The transmitted signal x(t) having a bandwidth.

• B. RTM, DTM, and ATM Pattern Generation The raw IF signal x IF (t)

contains several chirps. An IF signal containing N chirps can be arranged

in the matrix form with each column representing an individual chirp and

the row representing all the samples of that chirp to form a 2-D matrix of

size M by N.

• C. Deep Learning Architecture The FMCW radar is capable of providing

multidimensional information of target in different domains. The foremost

or the basic information is the change in the distance caused by hand
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movement termed range-time variations or RTM. The RTM can further

be processed to extract the (Doppler) velocity and the angle of arrival of

hand with respect to the radar. The multistream CNN architecture here

is aimed to be capable of extracting features from the available radar data

simultaneously from RTM, DTM, and ATM.

2.1.3 Conclusion

In this study, we have introduced a new implementation of in-air digit recognition

using the FMCW radar sensor. A multistream CNN model capable of extracting

information from the range-time, Doppler-time, and angle-time patterns was

proposed. The MS-CNN model combines different features from multiple input

streams simultaneously and concatenates the features at the later stage that

results in an overall better performance in comparison to the tradition CNN

approaches. To introduce diversity and reduce the biasness, data were captured

from 12 different participants at different physical environments. Preliminary

experimental results have shown that high classification accuracy of 94.20

2.2 End-To-End Deep-Learning-Based Tamil Handwrit-

ten Document Recognition and Classification Model

2.2.1 Abstract

Handwriting recognition (HR) involves converting handwritten text into machine-

readable text. Tamil handwritten document recognition remains a challenging

process in various real-world applications owing to the differences in the sizes,

styles and orientation angles of Tamil alphabets. Prior studies concentrated

only on character-level segmentation, and each character was subsequently

classified. The recently developed machine learning (ML) and deep learning

(DL) approaches can be utilized for Tamil handwritten character recognition
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(HCR). Objective: This paper attempts to present an end-to-end DL-based Tamil

handwritten document recognition (ETEDL-THDR) model. Methods: Segmen-

tation is used, first at the word level and then at the line level. ETEDL-THDR

text recognition can be accomplished using two modules: line segmentation and

line recognition. Initially, the ETEDL-THDR model targets improving input

image quality using the median filtering (MF) technique. To create meaningful

regions, more line and character segmentation activities are performed. A deep

convolutional neural network (DCNN) based Mobile-Net approach is also applied

to derive feature vectors. Finally, the water strider optimization (WSO) algorithm

with a bidirectional gated recurrent unit (BiGRU) model is used to identify the

Tamil characters. Results: Extensive experimental analyses of the ETEDL-

THDR model have been carried out, and the results show that the ETEDL-

THDR model performs better than more recent methodologies, with a maximum

accuracy of 98.48in real time.

2.2.2 Methodology

THC identification has been improved in this work by using the new ETEDL-

THDR model. To accomplish this, the ETEDL-THDR approach includes a series

of procedures such as MF (for preprocessing), segmentation, Mobile-Net (for

feature extraction), BiGRU recognition and WSO hyperparameter optimization.

In the initial stage, the MF technique is used to eradicate the presence of noise.

Next, the segmentation of characters takes place, and the Mobile-Net model is

used to derive feature vectors. Then, the WSO–BiGRU approach is used for the

recognition of THCs.

• A. PREPROCESSING The MF function calculates the median of every

pixel in the kernel window, and the central pixel is interchanged with this

median value. This method can be highl effective in extracting salt-and-

pepper noise. Noticeably, during the Gaussian and box filters, the filter

values to the central element are values that could not occur from the
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original images.However, this is different in the MF approach, where the

central element is continuously exchanged with any pixel value from the

images.

• B. SEGMENTATION PROCESS Segmentation is a crucial step in a recog-

nition system that eliminates relevant portions to allow further examination.

It has been widely used in images for object verification and boundaries, i.e.,

lines, curves, etc. The scanned images are separated into paragraphs using

the spatial space recognition method, lines using a horizontal histogram,

and paragraphs into lines using a vertical histogram. The accuracy

efficiency of character identification is heavily dependent on segmentation

performances.

• C. FEATURE EXTRACTION USING MobileNet MODEL Mobile-net is a

CNN-related approach that is broadly utilized for classifying images. An

important benefit of utilizing the Mobile-net structure is that it requires

comparatively lesser computational power than the typical CNN technique,

making it deployable on mobile devices and low-end computers. The

Mobile-net architecture is a streamlined design that effectively combines

a convolution layer based upon two global hyperparameters switching

between parameter accuracy and latency.

• D. DOCUMENT RECOGNITION USING BiGRU MODEL To recognize

the THCs, the BiGRU model is utilized. Recurrent neural network (RNN)

distinguishes itself from other NN primarily by permitting data to survive

through a circular infrastructure. The network recalls the features of the

preprocessed data, ensures that NN has a memory, and connects the prior

data to the current task.

• E. HYPERPARAMETER TUNING To effectually modify the hyperparam-

eters related to the BiGRU model, the WSO algorithm is utilized. The

WSO algorithm, whose formulation was inspired by the characteristics
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of insects known as water striders(WS), simulates their traits such as

ripple communication, territorial life, foraging behavior, mating process,

succession and death.

2.2.3 Conclusion

In this work, a novel ETEDL-THDR technique for the identification of THCs

was developed. To accomplish this, the ETEDL-THDR approach incorporated

a series of processes such as MF-based preprocessing, segmentation, MobileNet

feature extraction, BiGRU recognition and WSO hyperparameter optimization.

To effectively modify the hyperparameters related to the BiGRU model, the WSO

algorithm was utilized, which helps in improving the recognition performance.

A broad experimental investigation was conduct to verify the improved perfor-

mance of the ETEDL-THDR model. Extensive comparative results reported the

enhanced performance of the ETEDL-THDR approach as compared to other

recent methodologies. In future, an ensemble of three DL-based fusion models can

be introduced further to enhance the recognition results of the ETEDL-THDR

model.

2.3 Air-Writing Recognition Based on Deep Convolu-

tional Neural Networks

2.3.1 Abstract

Air-writing recognition has received wide attention due to its potential application

in intelligent systems. To date, some of the fundamental problems in isolated

writing have not been addressed effectively. This paper presents a simple yet

effective air-writing recognition approach based on deep convolutional neural

networks (CNNs). A robust and efficient hand tracking algorithm is proposed to

extract air-writing trajectories collected by a single web camera. The algorithm
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addresses the push-to-write problem and avoids restrictions on the users’ writing

without using a delimiter and an imaginary box. A novel preprocessing scheme

is also presented to convert the writing trajectory into appropriate forms of data,

making the CNNs trained with these forms of data simpler and more effective.

Experimental results indicate that the proposed approach not only obtains much

higher recognition accuracy but also reduces the network complexity significantly

compared to the popular image-based methods.

2.3.2 Methodology

The proposed air-writing method is shown in FIGURE 1. It includes three stages:

trajectory acquisition, data processing and network. The image sequence is

acquired with a web camera. Based on the image sequence, a novel hand tracking

algorithm is presented to calculate the trajectory of a stroke that a user writes in

the air. Then, the trajectory data are processed and converted into two kinds of

forms: 1D arrays and 2D arrays. The two kinds of data are formed into trajectory

datasets, which are used to learn CNN models in the offline training phase. During

online prediction, the system receives real-time data from the web camera and

then predicts the digit (or symbol) that the user writes using the learned models.

We describe the three main stages of the proposed system as follows.

• A. TRAJECTORY ACQUISITION The purpose of this unit is twofold:

to acquire the 2D image that the user writes in the air and to record

the coordinate sequence of a stroke, called the trajectory of writing. The

trajectory is formed by the coordinates of the center of a moving hand.

Thus, detection and tracking of the moving hand from the 2D image

sequence is essential in this unit. Hand detection/tracking has been studied

for a long time. However, it is still a challenging issue if both robustness

and real- time execution are required. In this paper, we combine skin

and moving features to detect the moving skin region and then apply the

Camshift algorithm to track the moving hand. The proposed algorithm is
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robust and can operate in real time.

• B. DATA PROCESSING As stated before, we convert the handwritten data

into a 2D image. The original size of the captured image is 640 × 480. The

user most likely writes commands in different positions in air. To attack the

shift variance, we transform the captured image into an image that has a

size of 360×360 and is located in the middle of a window.

• C. CONVOLUTIONAL NEURAL NETWORK DESIGN A basic CNN is

composed of several convolutional layers for feature extraction, each of

which is usually followed by a pooling layer. The last convolutional layer is

also followed by one or more fully connected (dense) layers for classification.

For the 1D and 2D trajectory data stated above, we design a 1D-CNN

and 2D-CNN, respectively, to recognize the input digits (or directional

symbols). The typical architectures of our proposed 1D-CNN and 2D-

CNN for recognizing digits are consist of several 1D or 2D convolutional

blocks. The architectures for directional symbols are similar; hence, they

are neglected here. Each convolutional block contains convolution, maximal

pooling, batch normalization, and activation function. The CNN (1D or 2D)

applies batch normalization after convolution and before activation because

it helps to improve the performance and stability of neural networks.

2.3.3 Conclusion

In this paper, we have proposed deep CNNs for the recognition of air-writing

digits and special direction symbols for smart-TV-like control. A robust air-

writing trajectory acquisition algorithm based on a web camera is developed that

performs hand tracking only, avoiding the use of complicated procedures for fin-

ger tracking. By preprocessing the writing trajectory, we obtain one-dimensional

and two-dimensional data that are utilized to design 1D-CNN and 2D-CNN,

respectively. Through careful design and optimization of hyperparameters, the
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proposed CNNs achieve excellent performance with a recognition rate greater

than 99networks, 1D-CNN is slightly better than 2D-CNN. The two CNN models

based on trajectory data significantly outperform the existing popular methods

using written images. In addition, the network complexity of our proposed neural

networks is much lower than those of the popular methods, and our systems can

operate in real time.

2.4 On-Air Hand-Drawn Doodles for IoT Devices Au-

thentication During COVID-19

2.4.1 Abstract

In this paper, a new natural human interaction authentication method is proposed

for Internet of Things (IoT) devices. In this method, the user draws a doodle

on the air for authentication. On-air drawing refers to virtually drawing free

hand-drawn doodle passwords through hand gestures on the air without touching

anything that is recommended during COVID-19. This study uses the Google

Quick Draw Doodle dataset for password doodles. The proposed method is

based on a typical video camera, two lightweight convolutional neural networks

(CNNs) and a Kalman filter. The first CNN for hand gesture classification was

used to overcome dynamic hand gesture challenges on the air. Second CNN for

authentication verification. A Kalman filter was used to correct and smooth

the path drawn on the air. Two main goals must be achieved to accept the

new authentication method: usability and security. The usability evaluation was

based on the ISO 9241-11:2018 standard usability model. The results revealed

that the accuracy of the proposed authentication method was 95acceptable. The

evaluation of security was based on two threats related to IoT devices: guessing

and physical observation. The results show that the password strength of the

proposed authentication method is stronger than the traditional 4-digits PIN

password. The proposed authentication method is also resistant to physical
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observation threats.

2.4.2 Methodology

First, a computer vision technique was used for hand detection and the creation

of a virtual pen. This virtual pen is automatically picked up by the hand when the

hand is in front of the camera. Second, a lightweight deep CNN for dynamic hand

gesture recognition was used to classify threehand gestures. An open-index finger

gesture was used for the drawing. An open-hand gesture was used for the erasing.

A closed-hand gesture was used to save. Third, the Kalman filter is a simple and

lightweight algorithm. This algorithm was used to smooth hand-drawn symbols

on the air. Fourth, login authentication and verification consists of three stages.

First, the authentication key symbols are drawn to the login. Second, keys were

extracted. Third, a lightweight deep CNN was used to verify authentication keys.

The following subsections provide an in-depth explanation for each.

• A. HAND DETECTION AND CATCH VIRTUAL PEN The aim of this

stage was to achieve three goals. First, the hand is detected based on skin

color. Second, the center of the hand was determined. Third, the topmost

point of the hand representing the fingertip was determined. These three

goals were achieved by capturing a hand image using a camera. The image

of the hand then passes through several filters.

B. HAND GESTURES CLASSIFICATION MODEL The proposed solution

to overcome the challenges of dynamic hand gesture recognition is a

lightweight deep-learning CNN model. This CNN model is trained on an

artificial image dataset that is tuned to hand gesture movements for drawing

on air. There are two stages in this part: the training and prediction stages,

as shown in Fig.8. In the training stage, an artificial image dataset was

created and then tuned to train the CNN model. In the prediction stage, the

trained CNN model was used to predict the hand gestures. The following

subsections provide an in-depth explanation of each stage.
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C. KALMAN FILTER This work proposes a Kalman filter to correct the

drawn line path on the air by finding the nearest correct location of the

virtual pen tip in the air. It has been used in two dimensions once for the X

coordinate and the other for the Y coordinate. The Kalman filter is based on

a Gaussian distribution GD. This is true in a real environment where there

is no pure signal from the sensors. The readout produced by any sensor

is not accurate, but has an error rate that depends on the accuracy of the

sensor.

D. AUTHENTICATION LOGIN AND VERIFICATION This section con-

tains three stages. The following sections will explain in detail the proposed

method of hand-drawn symbols password and the three stages of authenti-

cation login and verification.

2.4.3 Conclusion

This paper proposes a new authentication method for Internet of Things IoT

devices based on air hand-drawn passwords. The proposed method is based on

a computer vision technique with a single camera, two lightweight deep CNN

models, and a Kalman filter for signal processing to correct the drawn line path

on the air. This combination is the main advantage of this framework over the

existing approaches. The results showed that the proposed authentication method

for usability parameters, such as accuracy, efficiency, and user satisfaction, is

accepted and significant. In addition, the proposed method is secure and resistant

to physical observation threats. This method is fully independent of any devices,

wearable sensors, or depth cameras. In the future, the proposed method will

be easy, simple, and suitable for controlling smart devices such as smart TVs,

smartwatches, smart fridges, and smart air conditioning. The disadvantage of

the proposed method is that it does not work in the dark.
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Requirement specification

3.1 Functional requirements

• Programming Language: The system will be developed using Python,

leveraging the capabilities of OpenCV and machine learning libraries.

• Operating System: Compatible operating system (e.g., Windows, Linux,

macOS) to run the software.

Development Environment (IDE): VS Code or any other preferred IDE for

Python development.

• OpenCV Library: A computer vision library for image and video process-

ing.

• Other Python Libraries

3.2 Software requirements

• OpenCV: OpenCV (Opensource Computer Vision Library) is a popular

open-source library for computer vision and image processing tasks. It

provides a wide range of functions for image capture, processing, feature

15
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extraction, and pattern recognition. Language(s): Python. Python is a high-

level, interpreted, general purpose programming language.

3.3 User interfaces

• The system should have a user-friendly interface for ease of use.

3.4 Hardware interfaces

• Web Camera with high resolution

• Processor and Memory

• GPU

• Input Devices

• Display for visual feedback

3.5 Non Functional requirements

• Scalability

• Usability

• Security

• Performance
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Proposed system and Design

This chapter mainly discuss about the proposed system and design. Also the

architecture and different technical diagrams are discussed in this chapter.

4.1 Proposed system

The device will be equipped with cameras to capture the hand movements and

gestures. The system will use computer vision and machine learning algorithms to

recognize and detect the letters and words written in the air. The system will have

a user-friendly interface, providing clear instructions and feedback to guide the

user through the air writing process. The interface will allow users to customize

settings, such as font size and color, to make the text more readable for them.

4.2 Feasibility Study

A feasibility study is an analysis that considers all of a project’s relevant factors

including economic, technical, legal, and scheduling considerations to ascertain the

likelihood of completing the project successfully.

17
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4.2.1 Technical Feasibility

The proposed system is technically feasible as the required hardware components such

as cameras and microcontrollers, as well as software tools such as computer vision and

machine learning algorithms, are readily available. The skills required to develop the

system, such as programming and data analysis, are also available.

4.2.2 Operational Feasibility

The system is demonstrated by its technical capability, compatibility with existing

hardware and software, user-friendliness, scalability, and provisions for maintenance

and support. It should have a reasonable learning curve, perform efficiently, and offer

a cost-effective solution, ensuring practicality and viability in real-world operational

scenarios.

4.2.3 Economic Feasibility

The system involves assessing its financial viability. This includes analyzing the costs

associated with development, implementation, and maintenance, as well as estimating

the potential benefits and returns on investment. Factors such as market demand,

pricing models, cost savings, and revenue generation opportunities are considered to

determine the system39;s economic viability.

4.2.4 Legal Feasibility

The system is assessed by ensuring compliance with privacy and data protection laws,

intellectual property rights, accessibility standards, obtaining user consent, mitigating

biases, and adhering to relevant regulations and industry-specific requirements.
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4.3 Design

• 1. Sensing Technology: Selecting suitable sensing technology is crucial for

accurately capturing air writing gestures. Options may include motion sensors

like accelerometers, gyroscopes, or depth cameras, depending on the desired

level of precision and the target platform.

2. Gesture Recognition Algorithms: Developing robust gesture recognition

algorithms is essential to interpret the captured motion data effectively. Machine

learning techniques, such as deep learning or pattern recognition algorithms, can

be employed to train models that can recognize and classify different air writing

gestures.

3. User Interface: Designing a user-friendly interface is important to provide

a seamless interaction experience. The interface should display real-time

feedback, allowing users to see their air writing gestures and any recognized text

or commands. Visual cues, such as virtual writing trails or hand representations,

can enhance the user understanding of their actions.

4. Calibration and Personalization: Implementing a calibration process enables

the system to adapt to individual user’s writing styles and preferences. Calibra-

tion can involve capturing a user39;s reference gestures to establish personalized

gesture models and improve recognition accuracy.

5. Noise and Interference Handling: The system should be designed to handle

noise and interference that may affect gesture recognition. Filtering techniques

and algorithms can be applied to mitigate the impact of environmental factors,

such as lighting variations or background movements.

6. Integration and Compatibility: The system should be designed to integrate

smoothly with various platforms, devices, or applications. It should support

standard protocols and APIs, allowing for seamless integration into existing

software ecosystems.

7. Performance Optimization: Optimizing the system performance is crucial for
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real-time gesture recognition. This may involve optimizing algorithms, minimiz-

ing computational overhead, and leveraging hardware acceleration techniques to

ensure efficient processing and low latency.

8. Security and Privacy: Designing the system with security and privacy in mind

is essential. Implementing secure data transmission, encryption techniques,

and adhering to privacy regulations can help protect user data and maintain

confidentiality.

9. Testing and Validation: Thorough testing and validation should be conducted

to ensure the system reliability and accuracy. This includes testing with diverse

users, evaluating recognition rates, analyzing error rates, and gathering feedback

for iterative improvements.

10. Scalability and Future Expansion: Designing the system with scalability in

mind allows for future expansion and accommodating a growing user base. The

system should be architected to handle increasing demands and support updates

or enhancements as new technologies and requirements emerge.
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4.3.1 Architecture Diagram

An architectural diagram is a diagram of a system that is used to abstract the overall

outline of the software system and the relationships, constraints, and boundaries

between components. It is an important tool as it provides an overall view of the

physical deployment of the software system and its evolution roadmap.
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4.3.2 Data Flow Diagram

A Data Flow Diagram (DFD) is a visual representation of the information flows within

a system. It provides information on how data enters and leaves the system, the changes

in the system and where the data is stored. Data flow diagrams visually represent

systems and processes. It may be partitioned into levels that represent increasing

information flow and functional details. Levels in DFD are numbered 0,1, 2 or beyond.

Figure 4.1: Data flow diagram-Level 0
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Figure 4.2: Data flow diagram-Level 1

Figure 4.3: Data flow diagram-Level 2
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Chapter 5

Implementation

5.1 Implementation

24
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Chapter 6

Results and Discussion

6.1 Results

6.1.1 Sample Output

28
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Chapter 7

Conclusion

In conclusion, the implemented air handwriting recognition and detection project has

shown promising results with an accuracy rate of 85 percent. While there is still room

for improvement, this achievement marks a significant milestone in the development

of a system capable of interpreting and understanding handwritten gestures in the air.

The project’s success can be attributed to the dedicated efforts of the team and the

utilization of advanced machine learning algorithms. The system has demonstrated its

ability to accurately recognize and interpret various gestures made in the air, enabling

users to input text or commands without physical contact.

However, the project’s limitations are apparent in its current form. The accuracy and

reliability of the handwriting recognition and detection algorithms need improvement.

While the system can recognize some basic gestures, it struggles with more complex

or intricate movements, resulting in recognition errors

29
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Abstract

In today’s fast-paced world, reading books has become a luxury that not everyone

can afford. While there are libraries that offer book rentals, they often have limited

selections, and borrowing a book can be inconvenient. To address this issue, we have

proposed an idea of a book rental app that allows users to access a wide variety of

books at no cost.

The aim of this project is to build a book rental system that not only facilitates

borrowing and lending books but also fosters a community of readers who share a

common passion for literature. The system includes several features such as a chat

room for users to communicate, schedule meetups, and plan book-related events. One

of the most unique features of the system is its prioritization of location-based results,

making it easier for users to find books and connect with others in their area.
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Chapter 1

Introduction

1.1 Background and context

In recent years, there has been a growing interest in online platforms that enable users

to borrow and lend books. Such platforms offer several advantages, such as access to a

wider variety of books, lower costs, and a more sustainable use of resources. However,

most of these platforms focus primarily on the technical aspects of the service, without

paying enough attention to the social and community-building aspects that could make

the service more engaging and meaningful for users. Our project aims to address this

gap by creating a book rental system that is not only efficient and convenient but also

fosters a sense of community among users who share a passion for reading.

1.2 Problem statement

The main challenge we identified is how to create a book rental system that is both

functional and social. We want to provide a user-friendly platform where users can

easily find and borrow books, but also a platform where users can interact with

each other, share their thoughts and ideas, and discover new books and authors.

Additionally, we need to ensure the security and privacy of users’ data and transactions.
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1.3 Objective

Our objectives for this project are to:

• Develop a cloud-based book rental system that is secure, reliable, and scalable.

• Implement social features such as a chat room, book reviews, and event planning

to facilitate interaction and community-building among users.

• Prioritize location-based results to enhance the efficiency and convenience of the

service.

1.4 Scope of the system

The scope of this project is limited to the design, development, and testing of the book

rental system. We will not address issues related to book acquisition, cataloging, or

physical storage.

1.5 Methodology

We will use an iterative and incremental development approach based on agile

principles. We will involve users and stakeholders in the design and testing process

to ensure that the system meets their needs and expectations.
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Chapter 2

Literature Review

2.1 Centralized Routing for Bike-sharing Systems

The paper proposes a centralized routing algorithm for bike-sharing systems to

optimize bike distribution between stations. The algorithm is based on a mixed integer

linear programming model and has been demonstrated to be effective in reducing

the number of empty and full stations. The proposed algorithm offers advantages

such as improved bike availability, a comprehensive approach to routing optimization,

centralized management, and greater coordination of bike distribution.

Findings:

• The proposed centralized routing algorithm improves bike availability and

enhances user experience by minimizing the number of empty and full stations

in a bike-sharing system.

• The algorithm considers various factors such as distance, bike demand, and

availability of bikes and parking slots to optimize bike distribution between

stations.

• The algorithm is based on a mixed integer linear programming model and has

been demonstrated to be effective in reducing the number of empty and full
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stations in a real-world dataset from a bike-sharing system in Beijing, China.

• The proposed algorithm offers advantages such as improved bike availability, a

comprehensive approach to routing optimization, centralized management, and

greater coordination of bike distribution.

• The algorithm provides a systematic and efficient solution to the bike routing

problem, enabling better management of bike-sharing systems and enhancing

the user experience.

2.2 A Privacy-Preserving Efficient Location-Sharing

Scheme for Mobile Online Social Network Appli-

cations

The article presents a privacy-preserving and efficient location-sharing scheme for

mobile online social network (mOSN) applications that aims to address the security

and privacy concerns of mOSN users.

Findings:

• Effective and efficient privacy-preserving location sharing scheme for MOSN

applications.

• Homomorphic encryption preserves user privacy.

• Computationally efficient and scalable for real-world applications.

• Accurate and efficient in identifying nearby users with low overhead.

2.3 Android-Based Chat Application Using Firebase

This paper aims to design and develop an android-based chat application using firebase.

Web-based talking alludes to the way toward sending and getting messages utilizing
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the web. There are different talking applications accessible on the lookout. In the

principal quarter of 2017, the absolute number of clients utilizing visit applications are

more than 5.03 Billion. For the extent of the venture, the function will be tried as the

program is being created. An information base for the clients enrolled will be created

and tried, a menu will be created and tried, a customer/worker interface will be created

and tried, and GUI’s will be created and tried, for the clients’ advantages.

Findings:

• Firebase Realtime Database is a powerful tool for building real-time applica-

tions, including chat applications. It allows you to store and synchronize data in

real-time across multiple devices.

• Firebase Authentication provides an easy-to-use authentication system that

allows users to sign in with email and password, Google, Facebook, Twitter,

and other providers.

• Firebase Cloud Messaging (FCM) is a messaging service that allows you to send

notifications and data messages to Android, iOS, and web applications

• When some surprising accidents happen, Firebase gives an accident revealing

assistance to manage these accidents.

• The project is economically feasible as the only requirement for a user is a

functional smart-phone with the android operating system.

• We are creating an app for the target audience that has no age barriers, so age

certainly is not a problem.

• We also aim to implement location tracking for the convenience of users.
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2.4 Quick Aid:Mobile Application for Product Rental

This research study aims to design and develop Quick Aid app with an innovative idea

of renting products in order to help people by supplying the essential/non-essential

things. The primary objective is to create a product rental app, which enables the user

to rent a product or require a service, so that the product/service can be used by the

requestor. This system could also help in building a strong relationship among people

and solve the problem of people not owning non-essential things readily.

Findings:

• If the item is self-bought and want to use it occasionally but can’t find the people

who might require it, Quick aid comes in handy.

• With the developed app, the user can request any type of product from the nearby

location.

• The user can chat with the sender and receiver.

• User can complaint against any spam or scam activities.

• The location detection system is also available so that the people can meet at any

common point to transfer the product.

• This app can also be used to earn money and this is considered as the main

advantage of the proposed Quick Aid app.

• This app features a community feed page, where the users can type in any

message and that message will be posted in the feed page, where the other

users can also see and interact with the users, which will basically look like a

group chat, where the user cannot create a group but a web of connections with

the people for whom the message should be sent by the sender by enabling a

flexibility for people within a certain distance to receive the messages.
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• Flutter can also be used to develop Web applications too. Flutter is powered by

Dart, a language optimized for fast apps on any platform.

• We use the Google firebase to store the database in real time.
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Chapter 3

Requirement Specification

3.1 System Requirements

3.1.1 Functional Requirements

• Users can access a wide variety of books based on their proximity

• Users should be able to communicate with each other to arrange the rental and

handover of the books. The app should provide a messaging system or chat room

to facilitate communication between users.

• Users should be able to write reviews and give ratings for the books they have

rented.

• Users should have a profile page that displays their personal information, their

thoughts, ideas, ratings and reviews of the book they have read.

3.2 Software Requirements

1. Operating System: The app should be compatible with both Android and iOS

operating systems.
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2. Development Platform: The app should be developed using a suitable platform

like Android Studio or Xcode.

3. Backend Services: The app should be integrated with suitable backend services

such as Firebase or AWS for data storage, user authentication, and push

notifications.

4. Programming Languages: The app should be developed using programming

languages suitable for the platform like Java or Kotlin for Android and Swift

for iOS.

5. Libraries and Frameworks: The app may require the use of certain libraries

and frameworks like Flutter framework, along with relevant libraries like

firebase auth, firebase core, and cloud firestore.

3.3 Hardware requirements

The hardware requirements for developing the app are:

1. Minimum 2GHz processor speed.

2. At least 2GB of free storage space.

3. Internet connection for downloading required software and libraries.
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Chapter 4

Proposed System And Design

4.1 Proposed System

The proposed system is a mobile application named ”BookBuddies” that allows users

to rent and lend books to each other. The system will be developed using the

Flutter framework, and will utilize Firebase for real-time database management, user

authentication, and storage of user-generated content. The Book Rental application

will have the following features:

4.1.1 User Registration and Authentication:

• Users can register and log in to the application using their email address and

password.

• Users can also log in using their Google or Facebook accounts for easier access.

• User authentication will be handled by Firebase Authentication.

4.1.2 Profile Management:

• Users can create and manage their profiles.

• User profiles will contain basic information such as name, profile picture, and

contact information.
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• Users can view other user’s profiles.

4.1.3 Book Listing:

• Users can create a book listing by adding details such as title, author, description,

and cover photo.

• Users can search for books based on their proximity.

• Users can view details of the book listings such as description, owner, and

availability status.

4.1.4 Booking:

• Users can request to rent a book from the owner by selecting the book from the

listing.

• The owner can accept or reject the request.

4.1.5 Chat:

• Users can communicate with each other through the chat feature.

• Users can view their chat history and continue the conversation with the same

user.

The proposed system will implement the following technologies and strategies to

improve user experience and system security:

4.1.6 Cloud Computing:

• The use of Firebase as a real-time database management system, user authenti-

cation, and storage of user-generated content will improve system performance

and scalability.
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4.1.7 Centralized Routing:

• A centralized routing algorithm will be implemented to optimize the book search

and booking process.

Location Sharing:

• Privacy-preserving and efficient scheme for sharing location information will be

implemented to share the location of the users securely.

4.1.8 Chat Room:

• The chatroom feature will be implemented using a real-time database and cloud

messaging service provided by Firebase.

4.2 Feasibility Study

The feasibility study is an essential part of any project, as it assesses the practicality

and viability of the project. In this study, we have assessed the feasibility of developing

the Book Rental application based on the following factors:

4.2.1 Technical Feasibility:

The Book Rental application requires the use of several technologies such as Flutter,

Firebase, and various libraries and frameworks. These technologies are readily

available and have been used in various applications. Therefore, the application is

technically feasible.

4.2.2 Operational Feasibility:

The Book Rental application aims to solve a real-world problem by providing a

platform for users to rent and borrow books easily. The application is user-friendly and

can be operated by anyone who has a smartphone, making it operationally feasible.
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4.2.3 Economic Feasibility:

The development cost of the Book Rental application is estimated to be within the

budget allocated for the project. The application does not require any hardware

infrastructure or special licenses, making it economically feasible.

4.2.4 Legal Feasibility:

The Book Rental application does not violate any intellectual property rights or any

other legal requirements, making it legally feasible.

Conclusion:

Based on the above factors, it can be concluded that the development of the Book

Rental application is feasible and can be implemented.
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4.3 Design

4.3.1 Architecture Diagram

Figure 4.1: Architecture diagram

User Interface (UI):

This is the front-end component of your app that users interact with. It includes screens

for login, feed, chat, book search, profile, and other features.

Authentication:

The app utilizes Google Firebase Authentication for user login and authentication.

Users can sign in with their Google accounts, and their information is securely

managed by Firebase.
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Database:

Firebase Firestore is used as the database to store user profiles, posts, books, chat

messages, and other relevant data. It provides real-time data synchronization and

efficient querying capabilities.

Feed:

The feed component displays posts from other users in a chronological order. It

retrieves post data from the Firestore database and presents it in a user-friendly format.

Users can view, like, and comment on posts.

Chat:

The chat functionality allows users to communicate with each other through private

chat rooms. When a user initiates a chat, the app checks if a chat room already exists

between the two users. If not, a new chat room is created in the Firestore database.

Messages sent between users are stored in the chat room document.

Book Search:

The book search feature enables users to find books available nearby. It utilizes the

user’s location and retrieves book data from the Firestore database based on proximity.

Users can also search for books by title and view details such as the user who posted

the book, book information, and initiate a chat for book inquiries.
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4.3.2 Use Case Diagram

Figure 4.2: Use Case Diagram
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4.3.3 ER Diagram

Figure 4.3: ER Diagram
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4.3.4 Data Flow Diagram

A Data Flow Diagram (DFD) is a visual representation of the information flows within

a system. It may be partitioned into levels that represent increasing information flow

and functional details. Levels in DFD are numbered 0, 1, 2 or beyond.

Level 0 DFD

Figure 4.4: level 0 DFD

Level 1 DFD

Figure 4.5: Level 1 DFD
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Level 2 DFD

Figure 4.6: Level 2 DFD

Gantt chart

Figure 4.7: Gantt chart
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Chapter 5

Implementation

5.1 Technologies Used

Cloud computing plays a pivotal role in the implementation of our book rental appli-

cation, providing a scalable and efficient infrastructure for seamless user experience.

In this section, we will explore the key areas where cloud computing is utilized and its

impact on our application’s functionality.

Scalable Infrastructure

One of the significant advantages of cloud computing is its ability to dynamically

scale infrastructure resources based on demand. By leveraging cloud services, such

as Firebase, our application can effortlessly handle varying user loads without any

disruptions. The cloud provider automatically manages resource allocation, ensuring

optimal performance even during peak usage periods.

Serverless Architecture

Cloud computing empowers us to adopt a serverless architecture, eliminating the

need for manual server management. With services like Firebase, the cloud provider

takes care of infrastructure management, allowing us to focus on developing the
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application’s features and functionalities. This enables us to streamline development

efforts and enhance productivity.

Data Storage and Retrieval

Cloud computing provides efficient and scalable data storage solutions. In our book

rental application, we leverage Firebase Cloud Firestore as our cloud database. Cloud

Firestore is a NoSQL document database that offers seamless integration with our

application. It provides a structured storage mechanism and real-time synchronization

of data across devices. This ensures that our users have access to up-to-date

information and allows for efficient data retrieval and management.

Authentication and Security

Cloud computing platforms offer robust authentication and security mechanisms,

ensuring the privacy and protection of user data. In our application, we utilize Firebase

Authentication, which enables secure user authentication using Google accounts. This

ensures that only authorized users can access the application’s features and data,

enhancing overall security.

API Integration

Cloud computing platforms provide a wide range of APIs that can be seamlessly

integrated into our application. For instance, we integrate the Google Maps API to

provide location-based services. This enables users to view nearby books available for

rental and obtain navigation directions to the book owner’s location. API integration

enriches the functionality of our application, enhancing the user experience.

Reliability and Availability

Cloud computing platforms are designed to deliver high reliability and availability.

With features like redundant data storage, automatic backups, and disaster recovery
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mechanisms, our application’s data is safeguarded and available to users at all times.

This ensures that our users can access the application without interruptions and rely on

its consistent performance.

By leveraging cloud computing, our book rental application benefits from a

flexible and scalable infrastructure, efficient data storage and retrieval, enhanced

security measures, and reliable performance. Cloud computing enables us to focus

on developing and delivering a feature-rich application while offloading infrastructure

management tasks to the cloud provider. This allows us to optimize resource

utilization, minimize downtime, and provide an exceptional user experience.

Firebase Integration

• Firebase Authentication: We employed Firebase Authentication to enable user

authentication within our application. Users can sign in using their Google

accounts, which provides a secure and convenient login mechanism.

• Firebase Cloud Firestore: We utilized Firebase Cloud Firestore as our cloud-

based NoSQL document database. It stores and retrieves data for our application,

such as user profiles, posts, and books. Firestore’s real-time synchronization

capability ensures that users receive instant updates when new data is available.

Data Querying

To retrieve and manipulate data from Firestore, we employed Firebase’s querying

capabilities. We used Firestore queries to fetch relevant user profiles, posts, and books

based on various criteria such as location, timestamp, and user preferences. This

enabled us to present personalized content to users and facilitate efficient data retrieval.

Chat Feature Integration

To implement the chat feature, we utilized Firebase Cloud Firestore as the database

solution. Within Firestore, we structured the data in a collection-based format, where
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each chat room is represented as a document containing multiple message documents.

To implement the chat feature, we utilized Firebase Cloud Firestore as the database

solution. Within Firestore, we structured the data in a collection-based format, where

each chat room is represented as a document containing multiple message documents.

Google Maps Integration

To provide location-based services, we integrated the Google Maps API into our

application. Users can view nearby books available for rental, and by clicking on

the navigation button, they are redirected to Google Maps with the owner’s location

marked. This integration enables users to navigate to the book owner’s location easily.

User Authentication and User Interface

Through Firebase Authentication, we implemented secure user authentication, allow-

ing users to sign in using their Google accounts. This authentication mechanism

ensures that only authorized users can access the application’s features and data.

In terms of the user interface, we utilized the Flutter framework, which offers a rich

set of UI components and tools for building cross-platform applications. We designed

intuitive and user-friendly screens using Flutter’s widget system, ensuring a seamless

and visually appealing experience for our users.

Social Features

To enhance the social aspect of our application, we implemented various features such

as user profiles, post sharing, and interactions. Users can create posts with captions and

upload images, which are stored in Firebase Cloud Storage. User profiles showcase the

user’s posts and books, allowing others to explore their activity within the application.

In conclusion, the utilization of cloud computing in our book rental application

has significantly contributed to its overall functionality and performance. The scalable

infrastructure, secure data storage, and API integration capabilities offered by cloud
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computing platforms have allowed us to create a robust and user-friendly application.

Through cloud computing, we have achieved the necessary scalability, reliability, and

security required for a successful book rental platform.
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Chapter 6

Result And Discussion

(a) Login Screen (b) Login

The first screenshot (a) shows the login screen of the application, while the

second screenshot (b) displays the login interface.
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(c) Feed Screen (d) Message Screen

On this page, the first screenshot (c) illustrates the feed screen, where users

can view posts from other users. The second screenshot (d) showcases the

message screen for user-to-user communication.
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(e) Book Screen (f) Profile Screen

In the first screenshot (e) on this page, users can browse and interact with

books. The second screenshot (f) shows the profile screen, where users can

view and edit their profile information.
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(g) Upload book (h) Search Books

The first screenshot (g) demonstrates the options of uploading a post or book,

while the second screenshot (h) depicts the search functionality to search

books.
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Chapter 7

Conclusion

In conclusion, the BookBuddies application is an innovative and practical solution for

book enthusiasts who want to share and rent books among themselves. Based on our

feasibility study, we can confidently say that the app is viable and has the potential

to be successful in the market. Our team was inspired by the features of the different

reference papers and proposed a solution that is tailored to the needs of our target

audience. We have identified the software and hardware requirements, as well as the

system architecture, needed to develop the app. Moving forward, the development of

the BookBuddies application will require further planning, execution, and testing to

ensure that it meets the expectations of our target users. We aim to make the app user-

friendly, efficient, and secure. Overall, we believe that the BookBuddies application

can make a significant impact on the book-sharing industry and we are excited to bring

this idea to life.

7.1 Future Scope

• Expanded Physical Inventory: Book rental services can expand their collection

of physical books, catering to customers who prefer the tangible experience of

reading traditional print books.

• Advanced Recommendation Systems: Utilizing sophisticated algorithms, book
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rental services can offer personalized book recommendations based on cus-

tomers’ reading habits and preferences, enhancing their overall rental experi-

ence.

• Collaborations with Publishers and Authors: Book rental services may forge

partnerships with publishers and authors to offer exclusive rental deals and

access to newly released titles. Such collaborations can provide a competitive

edge by offering unique and sought-after content to customers, encouraging them

to opt for rental services instead of traditional purchasing.

• Integration with Educational Institutions: Book rental services can establish

partnerships with educational institutions, including schools and universities, to

provide affordable textbook rental solutions for students. This can help alleviate

the financial burden of purchasing textbooks and support sustainable practices

within the education sector.

• Enhanced User Experience: Continuous improvement of user experience will

remain a priority for book rental services. This includes intuitive and user-

friendly online platforms, seamless rental processes, efficient customer support

systems, and flexible rental terms to accommodate individual preferences.
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We hereby declare that the project report SELF-CHECKOUT SYSTEM IN SHOPS, 
submitted for partial fulfillment of the requirements for the award of degree of Bachelor 
of Technology of the APJ Abdul Kalam Technological University, Kerala is a bona fide 
work done by us under supervision of Ms.Divya K. 

DECLARATION 

This submission represents our ideas in our own words and where ideas or words 

of others have been included, we have adequately and accurately cited and referenced 
the original sources. 

We also declare that we have adhered to ethics of academic honesty and integrity 

and have not misrepresented or fabricated any data or idea or fact or source in my 

submission. We understand that any violation of the above will be a cause for 

disciplinary action by the institute andfor the University and can also evoke penal 

action from the sources which have thus not been properly cited or from whom proper 

permission has not been obtained. This report has not been previously formed the basis 
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Technological University in partial fulfillment of the B.Tech. degree in Computer 
Science and Engineering is a bonafide record of the project work carried out by them 
under our guidance and supervision. This report in any form has not been submitted to 

any other University or Institute for any purpose. 

Vimal Jyothi Engineering College 
Chemperi 

Place: VJEC Chemperi 
Date : 07-07-2023 

JYOTHIE uGtNEFPL 

(Office Seal) 
Dated.xs 

N3A 

CHEMPERI 

NATIONAL BOARD 
OF ACCREDITATION 

ACCREDITED 

Ms. Dinsha 
(Project Coordinator) 
Assistant Professor 

Dept.of CSE 

NAAC ACCREDITED 

Vimal Jyothi Engineering College 
Chemperi 

Head ptment 

AG 

HEAD OP THE DEPARTMENT 

Dept. of Computes aciesee & Bng 
Vial Jyi Enginnering Callege 

Chemper-670 632 

Page 257 of 268



VIMAL JYOTHI 
ENGINEERING COLLEGE 
JYOTHI NAGAR, CHEMPERI-670632, KANNUR, KERALA 
ACCREDITED BY EL NBA & NAAC "IS0 90012015 CERTIFIED 

AFFILIATED TO KTUAPPROVED BY AICTE 

Ms. Ujwala Vijayan 
(Project Guide) 

DEPT. OF COMPUTER SCIENCE AND ENGINEERING 

Assistant Professor 

Dept.of CSE 

CERTIFICATE 

This is to certify that the report entitled Disease Detection In Tomato Plants 

By lmage Processing submitted by Ann Maria George (VML20CS045), Vismaya 

Hemanth Nambiar (VML20CS I8I) & Angel John (VML20CS038) 0 to the APJ 

Abdul Kalam Technological University in partial fulfillment of the B.Tech. degree in 

Computer Science and Engineering is a bona fide record of the project work carried 

out by them under our guidance and supervision. This report in any form has not been 

submitted to any other University or Institute for any purpose. 

Vimal Jyothi Engineering College 

Chemperi 

Place : VJEC Chemperi 
Date: 26-06-2023 

3YSTHI NGINEENG Co 

Seal).. Dal-Otice S 

N3A 

CHE AAPRL67 $32 

NAINNAL BARE) 

ACCREOitto 

Dept.of CSE 

Ms.Divya B, Ms.Dínsha PK 
(Project Coordinators) 
Assistant Professor 

NAAC ACcHORO 

Vimal Jyothi Engineering College 
Chemperi 

Head óf U¿ départment 
HEAD OF THE DEPARTMENT 

Dept. ef Cemputes sclence& Eng. 

Vimal Jyi Eagneering Colleg 
Chemperi-670 632 

Page 258 of 268



Page 259 of 268



Page 260 of 268



VIMAL JYOTHI 
ENGINEERING COLLEGE 
SYOTHI NAGAR, CHEMPERI - 670632 KANNUR, KERALA 
ACCREOiTED AY f1 NBA &NAACISO 0001 2016 CERTIEED 

AfFALIATED TO KTU4 APPPROVED BY AICTE 

DEPT. OF COMPUTER SCIENCE AND ENGINEERING 

Profeet Guide 
Ms. Rahna C M 

Dept.of CSE 

This is to certify that the report entitled FRUITS AND VEGETABLES DIS 

EASE IDENTIFICATION USING IMAGE PROCESSING submitted by ABHI 

RAM SANTHOSH (VML20CS007), AKSHAY. P.VVML20CS021 ), SHAEEM 

IBRAHIM (VML20CS150) and YASHIN. T. M(VML20CS184) to the APJ Abdul 

Kalam Technological University in partial fulfillment of the B.Tech. degree in Com 

puter Science and Engineering is a bonafide record of the project work carried out 

by him under our guidance and supervision. This report in any form has not been 

submitted to any other University or Institute for any purpose. 

Assistant Professor 

CERTIFICATE 

Vimal Jyothi Engineering College 
Chemperi 

Place : VJEC Chemperi 
Date : 10-04-2023 

N3A 

NNEE 

(Office Seal) 

Project Coordinator 
Ms. Divya. B, H. O. D 
Ms. Dinsha, Asst. Prof. 
Dept.of CSE 
Vimal Jyothi Engineering College 
Chemperi 

Head of thedepartment 
HBAD OF THE DEPARTMENT bept. of Cemputes scienee & Ena Vinal Jyuthi Ragagerig Calg Cacpert670 632 

Page 261 of 268



VIMAL JYOTHI 
INSTITUTIONS,CHEMPERI - KANNUR 
CHEMPERI -KANNUR 0460 2212240 

DEPT. OF COMPUTER SCIENCE AND ENGINEERING 

Dept.of CSE 

This is to certify that the report entitled HANDWRITTEN TO TEXT CONVER 
TOR WITH GRAMMATICAL ERROR CORRECTION submitted by ANAGHA 

AJAI(VML20CS033), AFRAH NABEEL (VML20CSO18), NANDANA KRISH 
NAN (VML20CS 122) and TREESA BINOY (VML20CS174) to the APJ Abdul 
Kalam Technological University in partial fulfillment of the B.Tech. degrce in Com 
puter Science and Engineering is a bonafide record of the mini project work carricd 

out by them under our guidance and supervision. This report in any form has not been 
submitted to any other University or Institute for any purpose. 

Mrs. SREERAJÍ NARAYANAN 
(Project Guide) 
Assistant Professor 

CERTIFICATE 

Vimal Jyothi Engineering College 
Chemperi 

Place: VJEC Chemperi 
Date : 29-06-2023 

ENGINE FERING 

(Office Seal) 
Datrc... 

Accredited 

CHE MPghi -t/o632 

Mes. DIVYA B 
(Project Coordinator) 
HOD 

Dept.of CSE 
Vimal Jyothi Engineering College 
Chemperi 

Head.ófthe department 
HEADOF THE PEPARTMENT 

Dept. of Comyutes science & Engg 
Vial Jyi Eagjoering Calnge 

Chempert670 632 

Page 262 of 268



1
Page 263 of 268



Page 264 of 268



Page 265 of 268



Page 266 of 268



Page 267 of 268



Page 268 of 268


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH


		bennyjosephk@gmail.com
	2024-01-17T11:27:08+0530
	KM JOSEPH BENNY JOSEPH




